Z-System Corner
Ten Years of ZCPR

B. Y. O. Assembler

Local Area Networks

Advanced CP/M

ZCPR On a 16-Bit Intel Platform

Real Computing

Interrupts and the Z80

8 Mhz on an Ampro

Hardware Heaven

What Zilog Never Told You About the Super8

An Arbitrary Waveform Generator

The Development of TDOS

The Computer Corner
Now $4.95 Stops The Clock On Over 100 GEnie Services

For the first time ever, enjoy unlimited non-prime time* usage of many popular GEnie℠ Service features. For just $4.95 a month. Choose from over 100 valuable services including everything from electronic mail and stock closings to exciting games and bulletin boards. Nobody else gives you so much for so little.

You can also enjoy access to a wide variety of features like software libraries, computer bulletin boards, multi-player games, Newsbytes, and the Computer Assisted Learning Center (CALC) for just $6.00 per non-prime hour for all baud rates including 2400. That’s less than half of what some other services charge. Plus with GEnie there’s no sign-up fee.

Now GEnie not only gives you the information and fun you’re looking for. But the time to enjoy them, too.

Follow these simple steps.
1. Set your modem for half duplex (local echo), at 300, 1200 or 2400 baud.
2. Dial toll free 1-800-638-8369. Upon connection, enter HHH.
3. At the U#-prompt, enter XTX99486,GENIE then press RETURN
4. Have a major credit card or your checking account number ready.

For more information in the U.S. or Canada, call us voice at 1-800-638-9636.

TCJ readers are invited to join us in the CP/M SIG on page 685 and the Forth Interest Group SIG on page 710. Meet the authors and editors of The Computer Journal! Enter "M 710" to join the FIG group and "M 685" to join the CP/M and Z-System group.

We’ll meet you there!

JUST $4.95
Moneyback Guarantee
Sign up now. If you're not satisfied after using GEnie for one month we'll refund your $4.95.

*Applies only in U.S. Mon.-Fri., 8AM-8AM local time and all day Sat., Sun., and select holidays. Prime time hourly rates $18 up to 2400 baud. Some features subject to surcharge and may not be available outside U.S. Prices and products listed as of Oct. 1, 1990 subject to change. Telecommunications surcharges may apply. Guarantee limited to one per customer and applies only to first month of use. GE Information Services, GEnie, 401 N. Washington Street, Rockville, MD 20850. © 1991 General Electric Company.
Editor's Desk ............................................. 2
Reader-to-Reader ....................................... 2
Z-System Corner ....................................... 3
  Ten Years of ZCPR
  By Jay Sage.

B. Y. O. Assembler ..................................... 8
  A 6809 Forth Assembler
  By Brad Rodriguez.

Local Area Networks .................................. 13
  Bridges and Routers
  By Wayne Sung.

Advanced CP/M ....................................... 15
  I/O Redirection in CP/M Plus
  By Bridger Mitchell.

ZCPR On a 16-Bit Intel Platform.................... 19
  By Brian Moore.

Real Computing ...................................... 24
  Minix Miscellany, Being Two Places at Once,
  and Hungarian Ghoulish
  By Rick Rodman.

Interrupts and the Z80 ............................... 26
  By David Goodenough.

8 Mhz on an Ampro ................................... 30
  Double Your Clock Speed
  By George Warner.

Hardware Heaven.................................... 33
  Dallas Smartwatch and Data Books
  By Paul Chidley.

What Zilog Never Told You About the Super8 ...... 35
  By Brad Rodriguez and Doug Fleenor.

An Arbitrary Waveform Generator .................... 37
  Using the Harris RTX2001A, Part Three
  By Jan Hofland.

The Development of TDOS ............................. 45
  By Guy Cousins.

The Computer Corner ................................. 48
  By Bill Kibler.
Editor’s Desk

By Chris McEwen

Ten Years of ZCPR

The lead article this issue commemorates the tenth anniversary of the release of ZCPR to the public domain. This event is more significant than it may seem. ZCPR, the first building block of what we today call Z-System, represents a monumental contribution to public domain programming. To this day, I know of no other project more ambitious.

ZCPR is an essential element of an operating system. Few operating systems have been released in this way. It was developed to improve and replace the product of a major corporation. It is always used by licensees of the commercial version who use it in preference. In comparison, Minix was developed to provide an educational sample, a limited model of a more powerful system for those who lacked the full system.

ZCPR stands as a monument to cooperation and teamwork. It was first released through the Amateur Computer Group of New Jersey (ACGNJ), one of the world’s largest and most prestigious user groups. Work today continues through the joint efforts of people who gather electronically on Z-Nodes and on computer networks around the world. While this community has its elders as any would, it remains a grassroots movement. It has never been the domain of lone wolves.

Work on ZCPR continues after a decade. This is an eternity in the world of micro computers! To put this in perspective, the Altair was introduced in 1976. If we consider that event the beginning of recorded history for this industry, then 1982 would equate to the time of Moses! Yet ZCPR continues as a viable, useful system.

I asked Jay Sage if he would do the honors for us. We know Jay as the author of ZCPR versions 3.3 and 3.4, and the TGJ series on ZCPR that has continued uninterrupted since 1987. He has been a mover and shaker in this community nearly from the beginning. His bulletin board system is Z-Node #3, from a universe that at its height was over 70.

Join us in this celebration of the human spirit. May our next ten years be as good as our first!

Bridger’s Back.

Bridger Mitchell returns with his Advanced CP/M column this issue! This is big news!

Bridger joined forces with Derek McKay to form Perfect Systems in 1985. Their first product was an upgrade to Perfect Writer. They wrote the Kaypro TurboROM, which became a Must Have upgrade for Kaypro owners and was the beginning of Bridger’s work in fixing hurting operating systems.

The two next wrote Backgrounder which allowed users to

See Editor, page 34

Reader-to-Reader

In issue 53, a reader from Bonn, Germany refers to a rumored way to add a SCSI controller to a Z80 system by unplugging the CPU and installing an adapter card. This is probably a reference to a product sold by Emerald Microwave somewhere in Oregon; they used to advertise in Micro Cornucopia, but I don’t seem to have any issues handy.

The product that they sell is a connection to the WD1002-05 ST506 hard disk controller. Although this controller is generally believed to be either SASI or SCSI, this is not the case; it is just a simple 8-bit interface involving 3 address lines, 8 data lines, a Chip Select, Read, and Write. The module in question decodes the address for the WD1002-05 and places the stuff needed by that controller onto a connector that can be cabled over to the WD1002-05. In addition to this module, Emerald Microwave also sells the WD1002-05, software to control it, spare parts for Kaypro, and lots of other nifty stuff.

I have purchased this module and a WD1002-05, but their NorthStar format and mine disagree on the interleave of the disk so I have not had any experience with their software. I intended to write my own BIOS for the thing anyway, so it’s no biggie. Just haven’t gotten around to it. I have done enough to know that the module is correctly communicating with the WD1002-05, however.

By the way, no one at Western Digital remembers the WD1002-05, so don’t call them and ask about it. It also

See Reader, page 44

Letters to the editor and other readers are welcome. Submit to The Computer Journal, Post Office Box 12, South Plainfield, NJ 07080-0012. Letters may also be electronically submitted via Internet to "cmcewen@gnat.rent.com," via GEnie™ to "TCJS" or to Socrates Z-Node at (908) 754-9067. Submission implies permission to publish your letter unless otherwise stated. Letters may be edited as necessary.
Z-System Corner

Ten Years of ZCPR

By Jay Sage

On February 2, 1992, exactly ten years have passed since the first version of ZCPR was released. I have been involved with it one way or another most of that time, and I think it is amazing how vibrant the activity in the field still is.

Our editor, Chris McEwen, had hoped that we could make this issue a special celebration of ZCPR with contributions from some of the original developers, notably Richard Conn. I exchanged email with Richard several times about this, but he never picked up on it. Since of all those still active in the Z community I may be the one who goes back the farthest, it is perhaps fitting that I take on the task.

Announcement

Before I start on that, I do have one important announcement to make. I would like to call your attention to the new Sage Microsysyems East ad in this issue. You will notice that there have been quite a number of significant price reductions. We hope that by lowering the entry price to Z-System from $70 to $49 we will encourage more people who still do not use Z-System to try it out.

The History of ZCPR

Much of the material in this column comes from the introductory chapter of my book, the ZCPR33 User Guide. When Echelon made my revision of ZCPR3 the official product release in 1987, naturally they wanted a manual to go with it. Besides including all the necessary technical information, such as what the new command processor did and how it should be installed, I also included two other items that were of great importance to me: a statement of what I was trying to achieve with ZCPR33 and the history that led up to it. Here in TCI I often talk about the goals of Z-System; this time I will review some of the history.

ZCPR1

"Don't you know about ZCPR1" I remember very well being greeted with that exclamation from one of the veteran club members when, as a neophyte computer user, I attended a CP/M computer club meeting. He could not believe that someone would still be using standard CP/M. I soon felt the same way and still do today!

The ZCPR he was referring to was what we would now call ZCPR1. ZCPR, which stood for "Z80 Command Processor Replacement," was the work of a group of computer hobbyists who called themselves "The CCP Group." They were Frank Wanche, Keith Petersen, Ron Fowler, Charlie Strom, Bob Mathias, and Richard Conn. Richard, as we will see, was the main force behind the effort.

Ron Fowler is well known as the author of the MEX telecommunications program, which I still use and enjoy immensely. Keith Petersen wrote a simplified version of Ward Christensen's CBBS, the original computerized bulletin board system. Keith's program was called MINICBBS; my own customized version of it runs to this day on my Z-Node. It is, to be sure, outmoded, but it gives me a sense of connection with history that I still treasure.

Keith Petersen was for a long time a sysop of one of the finest BBS systems in the country, Royal Oak. Though it branched out to MS-DOS software, it never neglected CP/M. It was, perhaps, unique in that callers to Royal Oak found themselves immediately at the operating system prompt. There was no request for a name or password. If you wanted to use MINICBBS, you had to invoke it yourself.

Frank Wanche is involved in the administration of the SIMTEL20 computer at the White Sands Missile Range. This machine houses a huge archive of CP/M programs (and many others). Keith is on contract to SIMTEL20 to help maintain the collections. I continue to see both their names. Frank, via email, gave me some of the information on the birth of ZCPR.

Sometime around 1981 Richard Conn sparked the group's enthusiasm...
over rewriting the CP/M console command processor, or CCP, to take advantage of the more efficient and elegant opcodes of the new Zilog Z80 microprocessor. The people in the CCP Group were not in physical proximity. I believe that they maintained contact, as we do today, via electronic mail. Frank Wanchos provided the computer access that made that contact possible.

---

The original ZCPR was released by SIG/M of the Amateur Computer Group of New Jersey

With some space opened up in the CCP, the programmers were able to add a number of convenient new features. The most important new concept was that of a search path for COM files. With CP/M version 2, Digital Research had introduced user numbers, but the way they were implemented made them virtually worthless, because there was no way from one user area to run or access files in another user area. ZCPR, with its ability to automatically search drive A/user 0, overcame this problem and opened up the possibility of putting the new user areas to effective use.

Also introduced with ZCPR was the GO command, which permitted the most recently executed transient program to be run again without having to reload it from disk. That was a real boon in those days of slow floppy drives. Many small—but very useful and helpful—improvements were made in the resident commands. For example, in CP/M, when a REN or SAVE command specified a destination file that already existed, the command would simply abort. The user would then have to erase the old file manually and start over again. With ZCPR, the REN and SAVE commands made life easier by asking the user if the old file should be overwritten.

The original ZCPR was released to the public on a disk published by SIG/M (Special Interest Group / Microcomputers), the public-domain software distribution arm of the Amateur Computer Group of New Jersey (ACGN). The disk was volume 54, dated February 2, 1982. Interestingly enough, this is volume 54 of The Computer Journal that you are reading ten years later!

Several additional refinements were made to ZCPR by other programmers, leading to a train of development known as NZCPR (New ZCPR). Version 1.6 of NZCPR was released on SIG/M volume 77 at the end of October, 1982. This branch eventually reached version NZCPR2, a version never published in disk form but distributed over the remote access computer system network.

Jim Byram, of the Boston Computer Society CP/M Group, produced a privately distributed version of NZCPR using only Intel 8080 code, which showed that efficient coding, and not simply the use of the new Z80 opcodes, was a major factor in improving the command processor. Jim, by the way, may be the one who made the remark to me that I quoted earlier. I eventually became the leader of that group, which merged with several others and ultimately became the Z/Tel Group, of which I am now the CP/M director and the bulletin board sysop. That group supports CP/M, Z-System, and MS-DOS.

---

ZCPR2

While ZCPR1 was a significant improvement over CP/M, it was not a revolutionary advance. Richard Conn, however, had a vision of a truly advanced operating system, and he continued the development. On February 14, 1983, almost exactly one year after ZCPR1 appeared, ZCPR2 was released in a set of ten SIG/M volumes (98-107), an unprecedented and monumental contribution of public-domain software.

ZCPR2 made a very significant conceptual advance: it used memory buffers in protected memory above the BIOS to hold new operating system modules. The command line, which had always resided in the command processor, was put in one of these buffers so that it would not be destroyed by warm boots, during which a fresh copy of the command processor is loaded from disk. In that way multiple commands on a line could be implemented.

The command search path was also placed in one of these buffers instead of hard-coding it into the command processor. In this way the search path could be changed by the user at any time. The concept of named directories was also introduced, using still another memory buffer to store the index of names.

Many of the utilities that we are familiar with in ZCPR3 first appeared with ZCPR2. These include ZEX, WHEEL, HELP, PATH, PWD, MKDIR, and MENU. A rudimentary shell concept was used in MENU. When this program placed a command into the multiple command line buffer, it would always add its own name at the end of the command sequence so that control would eventually return to MENU. This worked fine for single levels of shells. Extended command processing was also introduced with ZCPR2.

The ZCPR2 documentation alone ran to more than half a megabyte

The ZCPR2 documentation, alone, ran to more than half a megabyte! It included a concepts manual, an installation manual, a users guide, and a rationale manual (I guess Rick felt he had to prove he wasn't crazy in doing all this wonderful stuff).

Shortly after the initial ZCPR2 SIG/M release, an upgrade to version 2.3 was published in volume 108. Up to this point ZCPR2 still followed in the tradition of ZCPR1 and used Zilog opcodes. The features of ZCPR2 were now so exciting, however, that owners of computers based on Intel's 8080 and 8085 microprocessors wanted to have them, too. Charlie Strom, a member of the original CCP Group and well-known later as the sysop of the Compuserve CP/M Special Interest Group, converted the command processor code and some of the key utilities to Intel-compatible code and released the result in SIG/M volume 122. At the time, believe it or not, I was using at work an Intel MDS-800 microprocessor development system, the computer for which Gary Kildall, then at Intel, invented CP/M, and I remember very well bringing up this 8080 version of ZCPR2. It was marvelous!

ZCPR3

But ZCPR2 was by no means the end of the evolution. On Bastille day, July 14, 1984, not quite a year and a half after ZCPR2, Richard Conn offered ZCPR version 3 in the form of
another nine volumes of SIG/M disks (184 to 192). At this point more than 10% of all the software ever released by SIG/M had come from one contributor—Richard Conn!

One time when I was talking with Richard, I must have expressed my amazement at the incredible amount of software he had written and released to the public. I was equally impressed by Richard’s response. He said that the code that others had offered to the public had taught him and helped him so much that he felt a tremendous obligation to contribute what he could to the community. He certainly did that! And that same spirit still pervades the 8-bit community.

---

**ZCPR3 brought both significant new concepts and major refinements**

ZCPR3 brought both significant new concepts and major refinements. Three of the innovations were flow control, error handling, and the message buffer.

Flow control made it possible to achieve a vastly higher degree of automated operation, since the command processor was no longer dependent on the user for all command decisions but could now make wide-ranging decisions on its own. The message buffer made possible communication between the command processor and programs and between successively run programs.

Error handlers made it possible for improperly entered commands to be corrected, an important facility to have in connection with multiple commands on a line. Having to retype a single command after a mistake had been bad enough; having to retype a whole, long string of commands because of a single mistake seriously discouraged one from making use of the multiple command facility.

ZCPR3, by the way, unlike its predecessors, was written so that it could be assembled to either Intel or Zilog opcodes. In the former case, the code was considerably longer and fewer features could be included, but it would work on an 8080 or 8085 computer.

**ZCPR3**

The chain of refinements to ZCPR3 that led to version 3.3 started in March, 1985, when I produced a private, experimental version of ZCPR3 called ZCPR3I for use on my Z-Node. It was modified so that the command processor would get the values for maximum drive and user from the environment descriptor (more on this later).

This was my first close look at operating system code, something that had always frightened me, as I am sure it has many others. There is a mystique about those words, “operating system,” that makes one think that only the most advanced programmers could possibly understand the code. In fact, I discovered that the code did not look much different from that in ordinary utility programs. To my amazement, I was able to make changes that worked and improved the CCP. The most significant advances occurred in August, 1985, when three further major enhancements were introduced.

First, the code was changed to prevent the infinite loop that Z30 experienced when the specified error handler could not be found (perhaps because the path was changed or the error handler renamed). In that situation, a command error would invoke the error handler. When the error handler could not be found, that constituted another error that caused the error handler to be invoked, and so on until one pressed the reset button or turned off the power.

Second, the code was modified so that it could determine the addresses of the RCP, FCP, and NDR modules from the environment and respond to dynamic changes in these addresses.

Finally, additions were made to the code that allowed an extended command processor to return control to the command processor if it also could not resolve the command. The command processor would then invoke the error handler. Now the extended command processor really was a full-fledged extension of the CCP, and a ZCPR3 system could take advantage of both extended command processing and error handling. The same mechanism also made it possible for ordinary programs to initiate error handling.

In January, 1986, the first steps were taken to fix serious bugs in the way the minimum path and root path were computed. The fix, however, had errors of its own, and it was not until June, 1986, that Howard Goldstein finally implemented a complete and proper solution.

The next major set of advances came in March, 1986, when Al Hawley, sysop of Z-Node #2 and now a familiar TCG author, introduced several new concepts. One was a new way to implement wheel-protected commands (commands that can be executed only by specially authorized users). In Z30 wheel protection had to be hard coded into the command processor (and RCP), and when one of the restricted commands was invoked with the wheel off, an error message resulted. Al introduced the idea of setting the high bit of the first character of a command to signal that the command was off-limits to non-wheel users.

This concept had several important advantages. First, the code was shorter. Second, the new code automatically made the same technique apply to commands in other modules (RCP and FCP), so that wheel-checking code could be eliminated from those modules. Third, when the wheel byte was off, wheel-protected commands instead of displaying an error message simply vanished as far as the command processor was concerned. In this way, transient programs or aliases with the same name as the resident command could automatically step in and provide whatever action the system implementer desired.

Al Hawley also introduced two concepts that made dealing with secure systems easier. He made it possible for the command processor to determine dynamically whether or not to recognize the DU form of directory reference in response to the setting of the DUOK flag in the environment, and he allowed the option of bypassing password checking when the wheel byte was set. These features made it possible for a sysop or system implementer to live comfortably with a secure system (though they did not make life any easier for the restricted user).

The last major advance that occurred in the development
of ZCPR31 resulted from a conversation I had with Bruce Morgen in July, 1986. We were discussing the annoying way that ZEX functioned under shells, with the shell program being reloaded for each command line, only to realize that ZEX was running. It would then feed the next command line from ZEX to the multiple command line buffer. I conceived a small change in the code that made this problem vanish in a flash.

ZCPR33

At the very end of January, 1987, I got a call from Echelon. Richard Conn had decided to discontinue his involvement with ZCPR3, and Echelon asked if I would be willing to write the official ZCPR version 3.3 release based on the experimental ZCPR31. I agreed. During the months of February, March, and April of 1987 an enormous amount of additional development took place, the results of which are described in detail in the ZCPR33 User Guide. Only some key concepts will be mentioned here.

The decision was made no longer to make any attempt to support 8080/8086 computers. The code was written using Zilog mnemonics, and extensive use was made of Z80-specific instructions, including relative jumps, block moves, block searches, direct word transfers to register pairs other than HL, 16-bit subtractions, and the alternate register set. This approach has continued to the current ZCPR34. To my knowledge, no one has even tried to make an 8080 version; there just are not many of those machines still in operation.

One of the nicest features introduced with ZCPR33 was the automatic installation of programs. Until this point, before a ZCPR-aware program could be used, it had to be "installed" for the specific system configuration. If one forgot to do this, the program would likely behave in bizarre ways, and this was a very common source of difficulty for new and experienced users alike.

In ZCPR2 installation was a very elaborate procedure in which a large block of code had to be patched using the special GENINS utility. With ZCPR3 the information about the system configuration was placed in a memory buffer (called the environment or ENV) where all programs could access it. More importantly, the system configuration could be changed without reinstalling all the programs. Now installation amounted only to patching the ENV address into the program.

As soon as I heard that Richard Conn had figured out a way to eliminate this annoying installation step, the solution became obvious to me as well. Since the command processor already loads a program from disk, and since it already knows the ENV address, why couldn’t it install the address directly into the memory image of the program? That’s just what it does.

One truly revolutionary concept was introduced with ZCPR33. Until that time, all CP/M transient programs were loaded to and ran at a standard address, 100H. With CP/M there was no reason to do otherwise, but with ZCPR3 there was. From the time of ZCPR1, I had become quite accustomed to using the GO command to rerun the previous program. To my puzzlement, GO sometimes produced bizarre results under ZCPR3.

Under CP/M, programs get loaded only when the user instructs the system to run them. Under ZCPR3, however, there are quite a few programs that are loaded and executed automatically by the command processor. These include extended command processors, error handlers, shells, and transient (COM) versions of otherwise resident commands, such as ERA or REN. Sometimes, using the GO command resulted in rerunning these programs instead of the last program the user specified.

One day as I was working on the ZCPR33 code, I noticed that a trivial change would allow the command processor to load a file to an address other than 100H. This, I realized, could overcome the problems with the GO command. User programs could be loaded, as usual, to 100H, but programs invoked automatically by the command processor could be loaded to a higher address, such as 8000H. User programs in low memory would not be overwritten, and the GO command would still be able to rerun them.

One more group of major innovations was introduced with ZCPR33. ZCPR30 provided a number of security features that made it particularly suitable for use on a remote access system (BBS). The so-called wheel byte could be used to control access to both resident and transient programs. Dynamically changeable limits on the range of drives and user numbers and named directories with passwords could keep callers out of certain disk areas.

This security made it possible to allow remote users to run a system directly from the command line prompt, in sharp contrast to MS-DOS remote systems, where a user who gets to the command prompt has free reign to access or destroy any part of the system.

The security system under ZCPR30, while fully effective, however, could be an unnecessary nuisance. For example, there could be situations where a user could access a directory area by name, because it had no password, but not by drive/user value, because they exceeded the allowed range. Under ZCPR33, if a directory is accessible by name, then it could also be accessed by drive/user.

The CPU280, designed and built by Tilmann Reh, was described in issue 53. It uses a Zilog Z80 at 12.5 MHz and accepts up to 4 MB of RAM.
ZCPR34

The current state of the art of the ZCPR command processor is version 3.4. It was first released some time around March of 1988 along with NZCOM and Z3PLUS and was described in issue 32 of TCIJ. Relative to Z33 it was an evolutionary advance, a refinement; there were no radical new ideas, as there had been in Z33. Nevertheless, the changes were significant and useful. There have been several minor revisions since the original release.

One change introduced with ZCPR34 was an extended environment descriptor. We removed some information that had proved to be of little use and added new information. The most important addition was a drive vector word. The ENV always had a max-drive byte that specified the highest letter drive available on the system. However, this was not adequate for systems that had drives that were not contiguous, such as A:, B: and E:. The new drive vector tells exactly which drives are available for use at any time.

The new ENV also contains the addresses of the CCP, BDOS, and BIOS and the sizes of the first two. This is to prepare us for some future enhancements in which we will not necessarily adhere to the standard component sizes that were specified in the original CP/M. Hal Bower and Cam Cotrill, as part of the development of a new banked version of ZSDOS (which is nearing release), have been experimenting with a CCP that is larger than the usual 2K and a banked DOS that will be significantly smaller than the standard 3.5K.

I mentioned earlier that ZCPR33 had rationalized the implementation of directory security so that any area accessible by name would also be accessible by drive/user, even if the drive or user exceeded the limit set in the environment. With ZCPR34 the symmetry was completed. Now if there is a password-protected directory that could be accessed freely using the DU: format, then its password will be ignored. Now there will never be directory areas that can be accessed in one way but not the other.

The extended command processor interface was liberalized so that commands that would formerly have been considered illegal and processed immediately as errors, such as those with wildcard characters ("?" or "*") or with an explicit file type, can be passed to the ECP. For example, the ALIAS.CMD file that defines aliases for the ARUNZ extended command processor can now have an entry for the command '?' that invokes the program HELP.

The most significant advance in ZCPR34 was support for what we now call a type-4 program. Type-3 programs, as we described earlier, are loaded and run at an address other than 100H, but the address is still fixed at the time the program is compiled. It was clear to me at the time I wrote Z33 that it would be ideal if the load/run address of a program could be determined dynamically (that is, at the time it is loaded by the CCP). However, I opted for the very simple code that sufficed for handling the type-3 program.

Joe Wright was not satisfied with that compromise and soon wrote an initial implementation of a type-4 program, which would relocate the code automatically to the top of free memory. With a lot of cooperation between us, we honed the approach to the point where it functioned very nicely and added very little code to the command processor.

The secret to this lay in Joe's use of what is called a PRL (page relocatable) program for the executable file. The details of this are described in TCIJ issue 32. The standard PRL file begins with two 128-byte header records, and I suggested placing the code required to calculate the proper load address and the code to perform the address relocation in these header records rather than in the command processor itself. Joe found a brilliant way to implement this.

Not only did this approach keep the CCP code shorter, it also made the whole type-4 program more flexible by making it independent of the command processor. My next TCIJ column will introduce the first examples of alternative versions of the type-4 loader routines that are placed in the PRL header. These new headers can be installed by the user in any existing type-4 program to change the way the program relocates itself. This is another example of the beauty of the modular approach that has been one of the hallmarks of ZCPR.

My next column will also introduce the latest revision of ZCPR34, version 3.4E. Howard Goldstein prepared this version by incorporating a number of ideas, most notably a small change in the type-4 loader code to make it even more flexible than it was originally.

So, after ten years, an eternity in the computer industry, ZCPR—the concept Richard Conn initiated—is still developing and still challenging the creativity of users and programmers alike. As always, these developments arise from the cooperation of a large community of people willing and eager to share ideas.

One of the advantages of being disorderly is that one is constantly making exciting discoveries.

—Alan Alexander Milne
B. Y. O. Assembler

A 6809 Forth Assembler

By Brad Rodriguez

Introduction
Part 1 of this two-part series, published in issue 52, described the fundamental concepts used when writing postfix, structured assemblers in Forth. This article examines, in detail, an actual assembler for the Motorola 6809 microprocessor.

I will begin with the "programmer's guide" for the 6809 assembler. I've found, when building assemblers, that it's helpful to write this first. This is good practice, and is also in keeping with Rodriguez' First Rule for Metacompiler Writers: always keep in mind what you want the result to look like!

In the off-chance that someone actually wishes to use this assembler on a 6809 project, I've also included a conversion chart from Motorola to Forth notation. If you're ever writing an assembler for others to use, please do them a favor and make one of these charts!

Finally, I'll go over the source code, and (hopefully) explain all of the obscure tricks and techniques.

The complete source code for the 6809 assembler accompanies this article. It is written for a fig-Forth derivative, and so will require translation for 79- or 83-Standard machines. This code was originally a Forth screen file; it has been translated to a text file for the editor's convenience.

Programmer's Guide
The syntax of 6809 assembler instructions is:

operand addressing-mode opcode

For many instructions the addressing mode is optional. Some instructions (TFR and EXG) have two operands. Valid non-indexed addressing modes are:

nn #  immediate value
nn <>  direct (DP-page) addressing
nnnn  extended addressing

Valid indexed addressing modes are:

r 0,  zero offset
r nn ,  constant offset
r A,  accumulator A offset
r B,  accumulator B offset
r D,  accumulator D offset
r ++  autoincrement by 1
r +  autoincrement by 2
r -=  autodecrement by 1
r -=  autodecrement by 2
nn .PCR  constant offset from PC

"r" is one of the registers X, Y, U, or S. nn is a twos-complement (signed) offset.

All of the indexed modes except autodecrement/ decrement by 1 also have an Indirect form. This is specified by appending the suffix [ ] after the addressing mode, e.g.:

r ,++ [ ]  indirect autodecrement by 2

The TFR and EXG instructions take the form:

arc dat TFR     arc dat EXG

where arc and dst can be any of the 16-bit registers D, X, Y, U, S, PC; or any of the 8-bit registers A, B, CCR, DPR.

Branch offsets for relative jumps are computed internally by the assembler; the operand for a relative jump is the destination address.

The following control structures are provided by the assembler:

cc IF, ... THEN,
do code if cc satisfied
cc IF, ... ELSE, ... THEN,
do code ... if cc satisfied, else do code ...
BEGIN, ... cc UNTIL,
loop through code until cc satisfied;
always executes at least once
BEGIN, ... cc WHILE, ... REPEAT,
loop through code until cc satisfied;
exit is evaluated and taken after code ...
  is executed (always at least once)

where the condition code cc is any of the following:

CC carry clear  HT higher
CS carry set    HS higher or same
EQ equal/zero   LS less than or
gE greater or equal  equal

Brad Rodriguez lives a double life. On odd-numbered days he is T-Recursive Technology, consulting in hardware and software design for real-time and embedded microprocessor applications. On even-numbered days he is a student, pursuing a Ph.D. in Electrical Engineering and exploring the possibilities of artificially-intelligent control systems. Brad discovered Forth in 1978, has been using it professionally since 1982, and has been known to annoy people with his incessant tales of how quickly things can be accomplished in Forth. He has written Forth assemblers for the 6809, 6801, 6502, Z8, Super8, TMS320, and two generally-unknown microprogrammed machines. The 6809 is his favorite 8-bit processor, partly because it and the 16-bit PDP-11 share the distinction of being "the best Forth processors that were not designed to be Forth processors." Brad prefers to be contacted as B.RODRIGUEZ@ on GEnie, but will accept email as bradford@macs.dcss.mcmaster.ca on the Internet.
BUFFOONERY TO ALLOW BYTE-ORIENTED ASSEMBLY ON WORD MACHINES. ASSEMBLER DOES ALIGNED, SIMILAR TO WHAT DE-ALIGN!
 VARYING ALIGNED (flag indicating HERE was adjusted)
 ALIGN \( H1 \) AND DUP ALIGNED \( ! \) \( ; \) ALIGN HERE
 DEALIGN \( H1 \) ALIGNED \( \& \) MINUS ALIGNED \( ! \) \( ; \) cancel ALIGNED
 HERE ALIGNED \( \& \) ; \( \) true HERE for address calc'n
 \( C \), DEALIGN C, ALIGN ; redefine C, for assembler

\text{\texttt{\textbackslash 6809 assembler: addressing modes (c) 03 06 85 BJR}}
\begin{verbatim}
\texttt{\textbackslash W, DUP \( < \) C, C, \( ; \) store word as hbyte, lbyte \}
\texttt{\textbackslash &opcode; \textbackslash \&opcode; with prefix (if any) \}
\texttt{\texttt{\textbackslash \textbackslash DUP FP00 AND IF W, ELSE C, THEN ; \}
\texttt{\textbackslash 80 VARIABLE MOD \( 0 - \) immedad,10-direct,20-indexed,30-extended \}
\texttt{\texttt{\textbackslash \& \# 0 MOD ; \}
\texttt{\texttt{\textbackslash \& 10 MOD ; \}
\texttt{\texttt{\textbackslash INDEXED 20 MOD ; \textbackslash rval postbyte \textbackslash postbyte \}
\texttt{\textbackslash SNAP 1- DUP 0 3 \textbackslash \textbackslash Dup 0 3 \textbackslash 3 \textbackslash 3 TERROR \textbackslash must be \textbackslash y, u, or \textbackslash 20 \textbackslash \textbackslash OR ; \textbackslash put reg \# in postbyte \}
\texttt{\texttt{\textbackslash \textbackslash XMODE <BUILD ()), postbyte \textbackslash Simple Indexed Modes \}
\texttt{\textbackslash \texttt{\textbackslash \textbackslash DOSE> INDEXES ; \textbackslash rval \textbackslash postbyte \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbackslash \textbacklash
Infinite loops should use the ‘NVR’ (never true) condition code:

BEGIN, ..., NVR UNTIL,

Internal Glossary and Description

This assembler was written before I acquired the habit of “shadow screen” documentation. So, I’ll document all of the unusual words and features here. (Please refer to the program listing.)

The word WITHIN is a common Forth extension. The words 5BIT? and 8BIT? decide if a given value will fit in a 5-bit or 8-bit signed integer, so we can choose the correct indexed addressing mode.

The synonym () is defined because later I redefine, as an addressing mode.

ALIGN, et cetera, deserve some comment. This assembler was originally written for a metacompiler running on a 68000 system, which insisted upon word-aligning the DP after each Forth word was interpreted. This meant that any 6809 instruction which assembled an odd number of bytes would have a filler byte added—with catastrophic results! I fixed this by covering all of the assembler words to do the aligning themselves. Thus, the 68000 Forth never inserted any filler, and I always knew when the DP had been adjusted. HERE and C, were redefined accordingly.

The word W, allows 6809 word operands to be compiled on either big-endian or little-endian host machines. >> is a byte-swap operator provided by the Forth I used.

Some 6809 instructions have a one-byte opcode, and some have two bytes. Operands are stored as a 16-bit value. If the high 8 bits are nonzero, they are the first opcode byte. OPCODE, lays down one or two bytes, accordingly.

The MODE variable indicates whether the addressing mode is Immediate, Direct, Indexed, or Extended. # and <> set the first two modes; Extended is the default when no mode is set. (This is the first addressing-mode technique described in the previous article.)

The Indexed addressing modes in the 6809 add a “postbyte” to the opcode, which contains mode information and a register number (for X, Y, U, or S). INDEXREG puts the two-bit register number into the postbyte, and also sets MODE. Note that the postbyte is passed on the stack. (This is the second addressing-mode technique.)

XMODE defines the “simple” Indexed modes. These modes each have a fixed postbyte, modified only by the register number (as supplied by INDEXREG). For example, the word ,++ fetches the postbyte 81 hex and then invokes INDEXREG to insert the two register bits.

The word PCR provides the postbyte for the PC-relative Indexed mode. Since this has no register operand, INDEXREG isn’t used. MODE must be explicitly set to 20 hex.

The word [] indicates indirect. For the Indexed addressing modes, this is done by setting the “indirect” bit in
Figure 1: Forth and Motorola Assemblers Comparison Chart

This chart shows the Forth assembler’s equivalent for all of the Motorola assembler instructions and addressing modes. This is not an exhaustive permutation of addressing modes and instructions; it is merely intended to illustrate the syntax for all possible addressing modes in each instruction group.

Refer to a 6809 data sheet for descriptions of allowable operands, operand ranges, and addressing modes for each instruction.

Instructions which require two operands (TPR and EXG) have the operands specified in the order: source, destination. (This is only significant for the TPR instruction.)

INDEXED ADDRESSING MODES

<table>
<thead>
<tr>
<th>-NON-INDIRECT-</th>
<th>-INDIRECT-</th>
</tr>
</thead>
<tbody>
<tr>
<td>TYPE</td>
<td>MOTOROLA</td>
</tr>
<tr>
<td>no offset</td>
<td>.r r 0</td>
</tr>
<tr>
<td>5 bit offset</td>
<td>n .r r n</td>
</tr>
<tr>
<td>8 bit offset</td>
<td>n .r r n</td>
</tr>
<tr>
<td>16 bit offset</td>
<td>n .r r n</td>
</tr>
</tbody>
</table>

B-reg offset B,r B,r [B,r] r B, [B,r] r 1rr10110
D-reg offset D,r D,r [D,r] r D, [D,r] r 1rr10110

incr. by 1 ,+ r ,+ not allowed 00000000
incr. by 2 ,++ r ,++ [r++1] r ,++ [r++1] r 1rr10001
decr. by 1 ,- r ,- not allowed 00010111
decr. by 2 ,-- r -- not allowed 1rr10001

PC cfs. 8 bit n,PCR n ,PCR [n,PCR] n ,PCR [n,PCR] 1xx11100
PC cfs. 16 bit n,PCR n ,PCR [n,PCR] n ,PCR [n,PCR] 1xx11101

16 bit address not allowed [n] n [n] 10111111

where n = a signed integer value,
  r = X (00), Y (01), U (10), or S (11)
  x = don't care

--- INSTRUCTION SET ---

Inherent addressing group

<table>
<thead>
<tr>
<th>MOTOROLA</th>
<th>FORTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>AXB</td>
<td>ABX</td>
</tr>
<tr>
<td>ASIA</td>
<td>ASIA</td>
</tr>
<tr>
<td>ASLS</td>
<td>ASLS</td>
</tr>
<tr>
<td>ASCR</td>
<td>ASCR</td>
</tr>
<tr>
<td>ASSB</td>
<td>ASSB</td>
</tr>
<tr>
<td>CLR</td>
<td>CLRA</td>
</tr>
<tr>
<td>CLR</td>
<td>CLRA</td>
</tr>
<tr>
<td>COMA</td>
<td>COMA</td>
</tr>
<tr>
<td>COMB</td>
<td>COMB</td>
</tr>
<tr>
<td>DDA</td>
<td>DDA</td>
</tr>
<tr>
<td>DECA</td>
<td>DECA</td>
</tr>
<tr>
<td>DCB</td>
<td>DCB</td>
</tr>
<tr>
<td>INCA</td>
<td>INCA</td>
</tr>
<tr>
<td>INCB</td>
<td>INCB</td>
</tr>
<tr>
<td>LSLA</td>
<td>LSLA</td>
</tr>
<tr>
<td>LSLB</td>
<td>LSLB</td>
</tr>
<tr>
<td>LSRA</td>
<td>LSRA</td>
</tr>
<tr>
<td>LSRB</td>
<td>LSRB</td>
</tr>
<tr>
<td>MUL</td>
<td>MUL</td>
</tr>
</tbody>
</table>

Register-register group

<table>
<thead>
<tr>
<th>MOTOROLA</th>
<th>FORTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXG s,d</td>
<td>TPR s,d</td>
</tr>
<tr>
<td>d d EXG</td>
<td>s d TPR</td>
</tr>
</tbody>
</table>

Immediate-addressing-only group

<table>
<thead>
<tr>
<th>MOTOROLA</th>
<th>FORTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANDCC #n</td>
<td>PSHS reg</td>
</tr>
<tr>
<td>CNAI #n</td>
<td>PSHU reg</td>
</tr>
<tr>
<td>ORCCL #n</td>
<td>PULS reg</td>
</tr>
</tbody>
</table>

Note: Motorola allows the PSH and PUL instructions to contain

a register list. The Forth assembler requires the programmer to compute the bit mask for this list and supply it as an immediate argument.

Indexed-addressing-only group
(with example addressing modes)

<table>
<thead>
<tr>
<th>MOTOROLA</th>
<th>FORTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEAS D,U</td>
<td>U , D LEAS</td>
</tr>
<tr>
<td>LEAX (.5++)</td>
<td>S ,+ [ LEAX</td>
</tr>
<tr>
<td>LEAU -5,Y</td>
<td>Y -5 , LEAU</td>
</tr>
</tbody>
</table>

General-addressing group
(with example addressing modes)

<table>
<thead>
<tr>
<th>MOTOROLA</th>
<th>FORTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>AODC #20</td>
<td>20 # AODC</td>
</tr>
<tr>
<td>AODC &lt;30</td>
<td>30 &lt; AODC</td>
</tr>
<tr>
<td>AODC 2000</td>
<td>2000 AODC</td>
</tr>
<tr>
<td>AODC [1030</td>
<td>1030 [ AODC</td>
</tr>
<tr>
<td>AODC ,S</td>
<td>S , AODC</td>
</tr>
<tr>
<td>AODC 23,U</td>
<td>U 23 , AODC</td>
</tr>
<tr>
<td>AODC A,X</td>
<td>X A , AODC</td>
</tr>
<tr>
<td>AODC B,Y</td>
<td>Y B , AODC</td>
</tr>
<tr>
<td>AODC X,D</td>
<td>X D , AODC</td>
</tr>
<tr>
<td>AODC +,S</td>
<td>S + , AODC</td>
</tr>
<tr>
<td>AODC +,X</td>
<td>X + , AODC</td>
</tr>
</tbody>
</table>

"Did you know that if a beaver two feet long with a tail a foot and a half long can build a dam twelve feet high and six feet wide in two days, all you would need to build the Kariba Dam is a beaver sixty-eight feet long with a fifty-one foot tail?"

—Norton Juster
the postbyte. (This is an example of the third addressing-mode technique.) For the Direct addressing mode, I must change the mode to Indexed and supply the Extended Indirect postbyte.

Register definitions are simple CONSTANTS. Note that the synonyms W, IP, RP, and SP are defined for the registers X, Y, S, and U. I use these synonyms when writing Forth kernels.

INHOP defines the Inherent (no operands) instructions.

IMMOP defines the Immediate-only instructions. These all expect a byte operand, and they check to make sure that the # addressing mode was specified (MODE=0).

RROA defines the register-register instructions, TFR and EXG. Note that it doesn't check that both operands are the same size; the programmer is presumed to know better.

+MODE is a fudge. All of the general-addressing instructions form their opcodes by adding 0, 10, 20, or 30 hex to a base value, except those instructions whose Direct opcode takes the form 0x hex. These instructions use 6x for Indexed mode, and 7x for Extended, so the assembler assumes a "base opcode" of 4x, and adds 10, 20, or 30 hex. (There is no Immediate mode for these instructions.) Then, if the resulting opcode is 5x, we know that Direct mode was specified, and the opcode should really be 0x hex. +MODE applies the MODE value to the base opcode; it then checks for 5x opcodes and changes them to 0x.

PCREL lays the postbyte and operand for PC-relative addressing. If the signed offset fits in 8 bits, the postbyte is modified for the short form and a single-byte operand is used. Otherwise, the long form postbyte and two-byte operand is used.

NOTINDIR? checks the indirect bit in the postbyte.

COFSET lays the postbyte and operand for constant-offset indexed addressing. If the offset fits in 5 bits, and indirectness is not used, then the postbyte is modified for the 5-bit offset. Otherwise, if the offset fits in 8 bits, the postbyte is modified for the 8-bit form (single-byte operand); if the offset requires 16 bits, the long form is used (two-byte operand).

EXTIND lays the postbyte and operand for Extended Indirect addressing.

INDEXED lays the postbyte and (if required) operand for all of the Indexed modes. COFSET, PCREL, and EXTIND are the special cases which require operands; a CASE statement identifies these by the postbyte value. All other postbyte values are "simple" modes which have no operands; they are handled in the default clause of the CASE statement.

Some 6809 Immediate instructions require an 8-bit operand, and some a 16-bit operand. Others don't allow Immediate mode. IMMED handles this by testing the second parameter in an opcode word defined by GENOP, and laying one or two operand bytes, accordingly. If "zero" operand bytes are indicated, this means that this addressing mode is invalid with this instruction.

GENOP defines the instructions which can have any addressing mode. It selects one of four actions depending on MODE. As noted above, the parameter "Immedsize" can be used to disallow Immediate mode for any instruction.

INXOP defines the instructions which have Indexed addressing mode. It checks that the MODE value is correct (20 hex) before assembling the instruction.

CONDBR and UNCBR build the branch instructions.

They are identical, except in how they modify the instruction when the long form is required. CONDBR makes the long form by prefixing a 10 hex byte; UNCBR makes the long form by substituting an alternate opcode (both opcodes are stored in a 16-bit value). Both of these words take an absolute address, and compute the relative offset from the branch instruction; the short or long form of the branch is then automatically chosen.

CS through NVR are condition code CONSTANTS for the structured conditionals. These are actually the opcodes which must be assembled by the conditionals such as IF, and UNTIL. As noted in the previous article, IF, and UNTIL must actually assemble the logical inverse of the stated condition; this is handled in the 6809 assembler by defining each of these constants to contain the "inverse" opcode. For example, the constant CS (carry set) actually contains the opcode for a BCC instruction. This is because the phrase CS IF, must assemble a BCC.

Structured conditionals were described in detail in the previous article. Since the condition codes are in fact opcodes, the requisite conditional jumps can be assembled directly with C. Also, these conditionals use the fig-Forth "compiler security": each conditional leaves a constant value on the stack, which must be verified (by ?PAIRS) by its matching word. For example, IF, leaves 2 on the stack; ELSE, and ENDIF, (a.k.a. THEN,) do a 2 ?PAIRS to resolve this.

ENTERCODE CODE and ;CODE are, of necessity, "tuned" to a particular Forth implementation. For example, since this fig-Forth model's CREATE automatically sets up the code field proper, it's not necessary for CODE to patch the code field to point to the new machine code. Other Forth models have a different assumption, so some phrase such as

```
CREATE HERE 2- 1
```

will no doubt be needed to set the code field pointer.

ENTERCODE (and thus CODE and ;CODE) also use ICSP to check for stack imbalances. This means that each CODE definition must end with ;C (which uses ?CSP to resolve ICSP). ;C also unSMUDGEs the Forth word being defined. These are also fig-Forth usages, which may not apply to your Forth model.

Finally, NEXT, is an example of a simple assembler macro. It assembles the two-instruction sequence which is the inner interpreter (NEXT) of an indirect-threaded 6809 Forth. NEXT is a synonym.

---

**TCJ On-Line**

Readers and authors are invited to join in discussions with their peers in any of three on-line forums.

- GENie Forth Interest Group (page 710)
- GENie CP/M Interest Group (page 685)
- Socrates Z-Node 32

For access to GENie, set your modem to half duplex, and call 1-800-638-8369. Upon connection, enter HHH. At the U# prompt, enter XTX99486.GENIE and press RETURN. Have a credit card or your checking account number handy.

Or call Socrates Z-Node, at (908) 754-9067. PC Pursuit users, use the NJNBR outdial.
Local Area Networks

Bridges and Routers

By Wayne Sung

Ethernet has a specified physical distance limit due to the timing mechanisms in use, but even those types of networks which are less dependent on timing will have bounded sizes. This is mostly due to signal losses in the physical wiring.

To extend a network to a distant place, it will be necessary to have both a delivery system, such as the broadband system discussed last time, and a device which is built specifically for extending networks. Two types of devices often used to accomplish this are bridges and routers. Both operate on the assumption that only a small proportion of the traffic on a LAN is meant to be sent to a distant point.

In either case, the device can be viewed as having two or more "sides." One of these is an Ethernet and the others may be point-to-point lines or just as easily more Ethernets.

Bridges

Bridges are the simpler device. In most cases, a bridge tries to learn what devices are on each of its sides. It does this by examining every packet that passes by, and remembering the source addresses.

Having built such a table, it looks at the destination address of a packet. If this address exists in the table, there is no further need to process the packet because it is "local." If the destination address is not local, then the packet gets passed to another side. This action is called filtering.

During the packet transition it is possible to apply some administrative conditions to prevent the packet from going across. This is called custom filtering. For example, you could filter out all broadcasts.

Since bridges function only according to Ethernet addresses, there is no sensitivity to different types of software that might be in use. Thus bridges are very easy to set up, and generally work correctly.

However, the software must understand that it is possible to have networks larger than a single Ethernet. The packet delivery time within a single Ethernet is quite small. If two Ethernets are joined by bridges, even if operating at T1 rates (1.5 Mb/s), there will necessarily be about a 6 to 1 slowdown.

This extra delivery time often causes trouble, because the software was not expecting it and once again we have a retransmission problem—the software thinks packets are lost when actually they simply have not arrived yet.

Another drawback of bridges is that they don’t normally do anything about broadcasts and multicasts, since by definition these are supposed to go everywhere. It is possible to use filters to cut out some of these, but this requires you know something about the packets.

A severe problem with bridges is the possibility of loops. If I took a bridge with one Ethernet port and one serial port, connected its serial output to its serial input, and then connected the Ethernet, what would happen?

The easiest case to see would be a broadcast. It goes in the Ethernet port, passes out the serial port, returns to the input side of the serial port, and ends up right back on the Ethernet.

Why would I do something like this? Well, I don’t do it on purpose! However, sometimes transmission equipment fails and causes a loop condition. Otherwise someone might be testing an adjacent line and inadvertently plugs into mine.

Since the serial line is considerably slower than the Ethernet, a duplicate packet is quite possible. Many types of software will fail with duplicate packets. In another case, the address becomes learned on more than one side of a bridge, causing that address to lose communication with the distant side.

This last case can cause a lot of problems, simply because it’s not what you would expect. Let’s look at a two-port bridge. The two sides are called A and B, and host address 1 (which is on side A) has been learned on both sides because of a loop.

If host 1 sends to host 2 (which is on side B) the packet will go through fine. When host 2 replies, the B side of the bridge will match the destination address (host 1) in its table and not pass the packet through. Functionally host 1 cannot talk to anyone off side A.

This loop problem also prevents using multiple links for redundancy without some extra effort. Most solutions to this problem take the form of putting one in standby or splitting traffic by type across several links.

Two terms you will encounter in the bridge numbers war are the "filtering rate" and the "forwarding rate."

Since a bridge has to examine every packet to decide whether to take any action on it (as well as to learn the addresses) it pays to have a high filtering rate, which is the rate at which the bridge is able to watch packets pass by. Note that this does not include custom filtering.

Given that a packet should indeed be passed to another side, the rate at which packets can be continuously sent through is called the forwarding rate. Custom filtering often reduces forwarding rate, and can affect filtering.
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rate if address matching is done in software.

Even though you normally want a high filtering rate, forwarding rate is less important. If you need forwarding rates exceeding 20% of one Ethernet you should try to rearrange the layout so that more traffic can stay local. If a large amount of traffic is passing through a bridge then it's not doing you much good.

Also, in those cases where a bridge connects to a serial link to go to some distant location, there is no point having forwarding rates higher than the serial side can handle. A TI line, for example, can only handle about 2000 minimum size packets per second.

Some vendors have taken the number of interfaces in their units and multiplied the total rates by the number of interfaces. This gives impressive but unrealistic numbers. Each Ethernet can have at most 14880 packets per second. If either rate is quoted as higher than that there is a problem in the way the number is generated.

The fallacy is that when a packet is forwarded it has to occupy more than one interface and so the numbers cannot simply be added together. There is also the problem of what mix of packets is being watched. If the same addresses are in all of them there won't be much work for the bridge. If a continuously changing set of addresses is present the bridge will spend a considerable amount of time building its address tables and will slow down.

Routers

A router looks and connects the same way as a bridge, but acts only on packets it recognizes. This is called "protocol specific" operation, and setting up a router definitely requires that you know something about the protocol you are using.

Earlier routers handled only one or two protocols, but this is no longer true. However, not all protocols are capable of being routed. Fundamental to router operation is the necessity of a protocol having an address structure that allows inter-networking (more specifics on this next time).

Since a router looks at some detail into a packet, it can avoid the bridge loop problem. Packet forwarding is now done based on protocol specific addresses rather than Ethernet addresses and so it can immediately be determined which addresses are local and which are not. A looped packet will have a local source address and can be discarded immediately.

A router also solves the broadcast problem to a large extent, because most broadcasts are of a local nature and are not passed through.

Finally, routers generally allow the use of not only multiple links, but essentially an arbitrary set of links across a very large number of routers. This would be much more difficult to get right with a system of bridges. This is also because packets do not get looped with multiple links.

Note, though, that having multiple links between two routers does not guarantee they can provide total throughput beyond what one link provides. This is very dependent on the exact protocol in use. Having multiple links does allow automatic reconfiguration when one link fails.

Routers have a different kind of looping problem, though not normally visible to users. This is known as a routing loop. When a router has knowledge of the existence of a network, it is said to have a route to that network. This knowledge is generally sent from one router to another, and each router will merge the knowledge of its own networks and those that can be reached remotely.

When a router has only one remote link, it is just as well to say all networks are through this one link. This is called using a default route.

One easy way to cause a loop, then, is to connect two units together where each defaults to the other.

In the case where you get a data packet for a destination not local to you, you promptly send it away via the default route. This causes the other unit to send it back again, because it thinks you're the proper way to handle it. This continues until some other mechanism decides this has gone on long enough and kills the packet.

Many protocols have a trip counter, which is to be decremented each time a packet passes a router. This is to prevent packets from looping forever. With the rather high speed equipment available today, this becomes very important because one looping packet could use up an entire link.

Another possible cause of a routing loop is a problem similar to an unstable feedback control mechanism. The routing knowledge that gets passed among units can suddenly change. For example, a line goes down causing a network to no longer be reachable. Although this state change will eventually be passed along, in general routers are set up not to respond to changes too quickly because many of these are transient.

For the amount of time it takes the state change to be fully propagated into the system of routers, there is a potential routing loop. Let's say I just lost a network. I stop telling my neighbor that I have that network. Some time later the neighbor will realize I have not been announcing that network and will then delete that knowledge.

Until then, however, it will continue to send packets destined for that network to me. However, since I have lost knowledge of that network I will send them back via my default, which in this case happens to be my upstream neighbor. It sends them back to me. And so it continues until the trip counter expires.

It has traditionally been easier to stop announcing a network than to explicitly announce it as unreachable, although there are certainly other ways to do it. There is much ongoing study concerning convergence in routing protocols.

Filtering rates do not apply to routers, because they do not read every packet. Only those packets specifically addressed to them are received and processed. You can also set custom filters in routers to further limit packet forwarding.

Forwarding rates do apply, and again it makes no sense to have forwarding rates that exceed any link's capability to handle that rate.

By the way, some readers will probably have caught the tradeoff between packets-per-second and bits-per-second. Since the maximum bit rate of an Ethernet is fixed, larger packets will result in fewer packets per second. This is usually advantageous, because this means lower interrupt rates in the packet handlers.

This is why larger packets are said to be more efficient (but only if they are actually full of data). There is one kind of traffic where you cannot store up enough data to make a large packet before sending it - terminal traffic. Here you want the quickest response possible, so even a minimum sized packet would have some unused space.

Software response rates often limit the number of packets
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Advanced CP/M

I/O Redirection in CP/M Plus

By Bridger Mitchell

Perhaps this column should be titled “The Return of the Oxymoron.” After all, nearly all personal computer users outside the CP/M and Z community would suspect anyone who juxtaposes “advanced” and “CP/M” of brain damage! Nevertheless, I’m glad to be resuming the Advanced CP/M column after an absence of several issues.

I’ll be focusing on CP/M Plus, also known as CP/M 3, the last general-purpose operating system for the 8080 processor from Digital Research. We’ll cover several topics in this and the following columns to highlight features introduced in CP/M Plus and significant differences from the more familiar CP/M 2.2 version. This time we’ll examine the redirection of input and output and aspects of banked memory. A later column will take up how the Z-System was ported to CP/M Plus—some of the key design decisions that are built into Z3PLUS. Since these topics are necessarily complex and interrelated, I’ll also refer to other TCJ articles at several points.

I/O Redirection

The UNIX operating system is justly famous for its ability to effortlessly redirect both input and output from the console. By simply typing “prog < in_file” at the command prompt the user can cause what would normally be the keyboard input to come instead from a file; all that is required is the redirection symbol “<” followed by the name of a suitable file. Similarly, he can redirect the output of the program into a file with the command “prog > out_file”, thus capturing everything that would otherwise be output to the terminal’s screen.

At the heart of the UNIX design is the decision to treat character (unit-record) and mass-storage (block) devices identically when making operating system calls. Thus, you “read(...)” a byte from a file, and you also “read(...)” a byte from the console. The code is identical—indeed the actual source of the data is determined by what device (console or file) has been previously opened. So, when the unix shell (command processor) sees “<” on the command line it simply changes the open device and otherwise executes the same code for processing character input.

The CP/M 2.2 operating system has nothing like this flexibility. There are separate system calls for each type of device (console input, console output, file output, ...). And there is no provision for redirection of output. With some difficulty, some redirection of input is possible, using the SUBMIT and XSUB utilities or the more flexible ZEX in a CP/M 2.2 Z-System. Also, under the Z-System with the more advanced BDOS provided by ZSDOS or ZR DOS, plus a suitable Z-System I/O Package, console output can be redirected to a file. And somewhat more general output redirection is available under BackGrounder ii with standard CP/M 2.2.

CP/M Plus made some significant improvements on redirection. Like CP/M 2.2 it also maintains separate system calls for individual types of devices, but it builds hooks into the operating system to make redirection possible. Submit files can be automatically executed by typing at the command prompt the name of a script file with type “SUB”; they can also be invoked in CP/M-2 fashion by typing the command “SUBMIT” followed by the name of the script file.

CP/M Plus provides two general-purpose redirection utilities—GET.COM and PUT.COM. Executing GET with an appropriate command line causes the command processor and programs to get their console input from a specified script file. Executing PUT shunts the console output into a file. (GET.COM should not be confused with the Z-System built-in GET command, which loads a file to a specified address in memory.)

We’ll examine how CP/M Plus implements this redirection a little later. First, however, let’s look at how banked memory affects the operating system.

Banked Memory

CP/M Plus gives the user a larger program area (TPA) than is available in CP/M 2.2. It does this by moving much of the operating system and its data structures into alternate memory. Figure 1 sketches the memory map. The always-resident portion of the operating system is at the very top of memory. Below it somewhere, perhaps at 0F000h or 0F800h, alternate banks of memory can be active. Conventionally, “bank 0” contains the rest of the operating system, and “bank 1” holds the user program and data. In addition, other banks may be used for disk buffers, a copy of the CCP, etcetera. In many implementations the code portions of the
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### Table 1: CP/M 3 System Control Block (SCB)

<table>
<thead>
<tr>
<th>Offset</th>
<th>Hex</th>
<th>Var. Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>6b</td>
<td>6b</td>
<td>jP twboot</td>
<td>jP twboot execute: set bank 1, .. jP hl, set bank 0</td>
</tr>
<tr>
<td>71</td>
<td>71</td>
<td>jP toexecute</td>
<td>jP execute</td>
</tr>
<tr>
<td>77</td>
<td>77</td>
<td>jP toconin</td>
<td>jP execute</td>
</tr>
<tr>
<td>7a</td>
<td>7a</td>
<td>jP tocono</td>
<td>jP execute</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>jP tolist</td>
<td>jP execute</td>
</tr>
<tr>
<td>86-8f</td>
<td></td>
<td>spares? The extended status .. of vectors were never .. implemented here.</td>
<td></td>
</tr>
<tr>
<td>90-91</td>
<td>90</td>
<td>#STAMP</td>
<td>stamped drive vector</td>
</tr>
<tr>
<td>92-92</td>
<td>92</td>
<td>#RELOG</td>
<td>rellog drive vector</td>
</tr>
<tr>
<td>93-97</td>
<td>93</td>
<td>18-19</td>
<td>resident BOOS addr</td>
</tr>
<tr>
<td>98-9b</td>
<td>98</td>
<td>18-19</td>
<td>resident BOOS addr</td>
</tr>
</tbody>
</table>

---

Start of 100-byte (decimal) SCB; address of structure at this point is returned by BOOS function 49.

<table>
<thead>
<tr>
<th>Offset</th>
<th>Hex</th>
<th>Var. Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>9c</td>
<td>9c</td>
<td>#HESRCX</td>
<td>Hash check byte.</td>
</tr>
<tr>
<td>9d</td>
<td>9d</td>
<td>#INESRC</td>
<td>Drive compare byte.</td>
</tr>
<tr>
<td>9e-9f</td>
<td>9e</td>
<td>#INESRCX</td>
<td>Filenamem code</td>
</tr>
<tr>
<td>a0</td>
<td>a0</td>
<td>20</td>
<td>Extent code byte.</td>
</tr>
<tr>
<td>a1</td>
<td>a1</td>
<td>21</td>
<td>CP/M version number</td>
</tr>
<tr>
<td>a2</td>
<td>a2</td>
<td>3</td>
<td>spare?</td>
</tr>
<tr>
<td>a3</td>
<td>a3</td>
<td>4</td>
<td>spare?</td>
</tr>
<tr>
<td>a4</td>
<td>a4</td>
<td>24</td>
<td>** b0-b4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b7</td>
</tr>
<tr>
<td>a5</td>
<td>a5</td>
<td>25</td>
<td>** b0-b4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b7</td>
</tr>
<tr>
<td>ab</td>
<td>ab</td>
<td>2b</td>
<td>submit drive</td>
</tr>
<tr>
<td>ac-ad</td>
<td>ac</td>
<td>2c-2d</td>
<td>#RTCODE</td>
</tr>
<tr>
<td>ae</td>
<td>ae</td>
<td>2e</td>
<td>--</td>
</tr>
<tr>
<td>af</td>
<td>af</td>
<td>2f</td>
<td>--</td>
</tr>
<tr>
<td>b0</td>
<td>b0</td>
<td>30</td>
<td>--</td>
</tr>
<tr>
<td>b1-b2</td>
<td>b1</td>
<td>31-32</td>
<td>--</td>
</tr>
<tr>
<td>b3</td>
<td>b3</td>
<td>33</td>
<td>#CHAIN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b7</td>
</tr>
<tr>
<td>b4</td>
<td>b4</td>
<td>34</td>
<td>#SVBUF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>d0-d1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b3-b4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b5-77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b7</td>
</tr>
<tr>
<td>b8</td>
<td>b8</td>
<td>36</td>
<td>#WIDTH</td>
</tr>
<tr>
<td>b9</td>
<td>b9</td>
<td>38</td>
<td>#COLUMN</td>
</tr>
<tr>
<td>ba-bb</td>
<td>ba</td>
<td>3a-3b</td>
<td>#BUFFER</td>
</tr>
<tr>
<td>bc-bd</td>
<td>bc</td>
<td>3c-3d</td>
<td>#POINTER</td>
</tr>
<tr>
<td>be-bf</td>
<td>be</td>
<td>3e-3f</td>
<td>#CIVEC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>bf</td>
</tr>
<tr>
<td>c0-c1</td>
<td>c0</td>
<td>40-41</td>
<td>#CIVEC</td>
</tr>
<tr>
<td>c2-c3</td>
<td>c2</td>
<td>42-43</td>
<td>#IVVEC</td>
</tr>
<tr>
<td>c4-c5</td>
<td>c4</td>
<td>44-45</td>
<td>#IVVEC</td>
</tr>
<tr>
<td>c6-c7</td>
<td>c6</td>
<td>46-47</td>
<td>#LOVEC</td>
</tr>
<tr>
<td>c8</td>
<td>c8</td>
<td>48</td>
<td>**</td>
</tr>
<tr>
<td>c9</td>
<td>c9</td>
<td>49</td>
<td>**</td>
</tr>
<tr>
<td>ca</td>
<td>ca</td>
<td>50</td>
<td>#CTRLX</td>
</tr>
<tr>
<td>cb</td>
<td>cb</td>
<td>51</td>
<td>#RUNOUT</td>
</tr>
<tr>
<td>cc</td>
<td>cc</td>
<td>54</td>
<td>#KEYST</td>
</tr>
<tr>
<td>cd</td>
<td>cd</td>
<td>56</td>
<td>4d</td>
</tr>
<tr>
<td>de</td>
<td>de</td>
<td>57</td>
<td>4e</td>
</tr>
<tr>
<td>cf-d0</td>
<td>cf</td>
<td>5d-60</td>
<td>#MODE</td>
</tr>
<tr>
<td>d1-d2</td>
<td>d1</td>
<td>51-52</td>
<td>#RTXK</td>
</tr>
<tr>
<td>d3</td>
<td>d3</td>
<td>53</td>
<td>#RTXLM</td>
</tr>
<tr>
<td>d4</td>
<td>d4</td>
<td>54</td>
<td>#OUTFLG</td>
</tr>
<tr>
<td>d5</td>
<td>d5</td>
<td>55</td>
<td>#KEYLK</td>
</tr>
<tr>
<td>d6-d7</td>
<td>d6</td>
<td>56-57</td>
<td>#RTXCO</td>
</tr>
<tr>
<td>d8-d9</td>
<td>d8</td>
<td>58-59</td>
<td>#RTXCO</td>
</tr>
<tr>
<td>db-dc</td>
<td>db</td>
<td>5b-5c</td>
<td>#RTXCA</td>
</tr>
<tr>
<td>dd</td>
<td>dd</td>
<td>6d</td>
<td>5d</td>
</tr>
<tr>
<td>de</td>
<td>de</td>
<td>6e</td>
<td>5e</td>
</tr>
<tr>
<td>df</td>
<td>df</td>
<td>6f</td>
<td>5f</td>
</tr>
<tr>
<td>d1-d2</td>
<td>d1</td>
<td>51-52</td>
<td>#RTXK</td>
</tr>
<tr>
<td>d3</td>
<td>d3</td>
<td>53</td>
<td>#RTXLM</td>
</tr>
<tr>
<td>d4</td>
<td>d4</td>
<td>54</td>
<td>#OUTFLG</td>
</tr>
<tr>
<td>d5</td>
<td>d5</td>
<td>55</td>
<td>#KEYLK</td>
</tr>
<tr>
<td>d6-d7</td>
<td>d6</td>
<td>56-57</td>
<td>#RTXCO</td>
</tr>
<tr>
<td>d8-d9</td>
<td>d8</td>
<td>58-59</td>
<td>#RTXCO</td>
</tr>
<tr>
<td>db-dc</td>
<td>db</td>
<td>5b-5c</td>
<td>#RTXCA</td>
</tr>
<tr>
<td>dd</td>
<td>dd</td>
<td>6d</td>
<td>5d</td>
</tr>
<tr>
<td>de</td>
<td>de</td>
<td>6e</td>
<td>5e</td>
</tr>
<tr>
<td>df</td>
<td>df</td>
<td>6f</td>
<td>5f</td>
</tr>
</tbody>
</table>
Figure 1 CP/M Plus Memory Map

| BIOS    | \------------------------ |
| SCB     | -- common memory       |
| BDOS    | \------------------------ |
| \-------- |
| loader  | \------------------------ |
| RXS     | \------------------------ |
| 0100:   | CCP or Application     |
| 0000:   | \------------------------ |
| page 0  | \------------------------ |
| bank 1 memory | bank 0 memory |

Banked operating system are in read only memory. In what follows I will assume for this discussion that bank 0 extends from 0000h to EFFFFh and that the address range F000h to FFFFFh is common to both banks.

The CP/M Plus resident BDOS manages the activation of the appropriate memory, switching in the correct bank before accessing it. It does so by calling one of the extended BIOS calls for memory bank switching, and this process is entirely transparent to a user application. In fact, as we are about to see, a normal application program should never attempt to manipulate banked memory!

The flow of an ordinary BDOS call to get a character from the console looks something like this, where the level of indentation indicates the level of subroutine nesting:

```
0100:  ld c,i
0102:  call BDOS (0005)
0005:  jp resident-BDOS (at F600)
F600:  call bank-switch and return
F603:  call console input (at 0200)
0200' : call BDOS console input
F800:  BIOS console input driver...ret
0203': etc. ret
F606:  call bank-switch and return
F609:  ret
0105:  process returned char, etc.
```

I've marked addresses in bank 0 with a prime symbol. Between the two calls to the bank-switching function the user's program will be "invisible," and during that time the banked BDOS, with its console input function at 0200', will be available to be called.

Actually, this pseudocode fragment contains a disastrous "gotcha." If the user program has set a stack located in the user program area of memory, the return address pushed onto the stack by the call to the bank switching routine will be invisible. On return from that routine the processor will pop a garbage value off whatever address the stack pointer is now pointing to in bank 0 and "return" to continue execution at that address. So, the resident BDOS must save the stack pointer and set a safe stack in permanently-resident memory before calling the bank-switch routine. Before returning to the user program it must restore the original stack pointer.

The memory map in Figure 1 shows most of the significant components of a CP/M Plus system. The System Control Block (SCB) is a 152-byte data structure that is used for intimate communication between components of the operating system. We will take up a few of the SCB items in this column and examine several others in the future. Refer to Table 1, which combines the information in Digital Research's CP/M Plus manuals, Jim Lopushinsky's additional documentation developed when he created CCP105 (an improved version of the DRI command processor), and my own discoveries made while designing Z3PLUS.

Resident System eXtensions (RSXs) are located in high memory, below the resident portions of the operating system. SUBMIT and GET commands both cause the GET.RSX to be loaded, and similarly the PUT command installs PUT.RSX.

### Implementing Redirection by Indirection

When console input is redirected from a file, the characters will be read from the file, placed in a buffer within the GET RSX portion of memory, and then supplied one by one each time the console input system call is executed. CP/M Plus implements the following strategy. It replaces the BIOS console input vector, which normally points to the console input driver in the resident BIOS, with a vector pointing to a substitute input routine in the GET RSX. That routine will hand out a character from its buffer and do whatever housekeeping is required to refill its buffer periodically. When the end of the file is reached, the RSX will restore the original BIOS console vector, do some final housekeeping, and eventually vanish when overwritten by a new application.

Now, look back at the first code fragment. At 0200' the banked BDOS calls the resident BIOS for a character. But now, with the GET RSX installed, instead of vectoring to the console driver, control jumps to an address in the RSX. But hold on! The RSX may be in invisible memory, covered up by bank 0!

CP/M Plus's designers anticipated this potential catastrophe, and they avoid it by indirection. Instead of directly jumping to the BIOS console vector, they jump to a second vector of BIOS functions located at the start of the SCB. So, for console input the BDOS calls:

```
xx74  jp BIOS_conin
xx77  jp execute
```

But when the RSX is loaded this code is changed to:

```
xx74  id hl,rsx_conin
xx77  jp execute
```
so that control first passes to this resident routine:

```
execute:   set bank 1
          push exec_ret address
          jp (hl)
exec_ret: set bank 0
          ret
```

The result? Calls from the banked BDOS to console input switch in the user's bank, transfer control to the substitute conin routine in the rsx, then switch the operating system bank in again and return to the banked BDOS. (Again, of course, other code at the entry to the resident BDOS has ensured use of a stack that is always visible to all banks.)

If you look at the full SCB table you will see that there are similar indirect jumps for the warmboot, console status, console output, and list output functions.

### File Access during Redirection

So far, CP/M Plus's designers have kept from crashing the system. But we're not done. Unlike CP/M Z's SUBMIT, which reads one file record at a time in the command processor, and XSUB and ZEX, which read the entire script file in advance and store it entirely in memory, CP/M Plus reads the script file as it needs it. That's nice, because only one record needs to be stored in memory, leaving a larger user program area.

But consider what would happen if your program were running on "automatic"—writing its output to a database file, say, while getting commands from a script instead of the keyboard? When 128 keystrokes have been supplied to the program, the SUBMIT RSX will have to read the next record from the script file. The file could quite easily be on a different drive and user number, and the RSX will necessarily have the BDOS read the data to a different DMA address. How can CP/M Plus read the script file and avoid damaging the user's file the next time his application writes to the database?

The solution was to have the RSX save the state of the file system before reading the script file and then restore that state before returning. The essential state data are kept in the SCB, beginning at xxD8 (see Table 1). The GET and PUT RSXs incorporate the necessary code to switch states between the primary process (the user's application program) and the subsidiary process (fetching console input from a file or writing screen output to a file).

When I designed ZEX 5.0 for use under Z3PLUS, it was an easy choice to make the redirection code into a CP/M Plus type of RSX. I also considered mimicking the approach of reading the script file as a subsidiary process. However, with version 5, ZEX provides for a rich range of control features specified by a syntax of full-word directives (see TCJ 38 and 40). In the CP/M 2.2 version, the script is compiled into a more compact, intermediate code that is stored in its entirety in the RSX's memory, and I used the identical method for the Z3PLUS version. Clearly, an alternative approach (perhaps for ZEX 6, anyone?) would be to write the intermediate code script to a file and have the RSX mimic the GET RSX by reading the file one record at a time.

### New Applications of Redirection

Subsidiary-process access to the file system is a powerful capability that has not often been exploited. In order to create **BackGrounder ii** I had to develop a complete second-task capability that would leave any type of disk access that an application might make unaffected by background file activity. This, as it turns out, is a very stringent requirement—one that, for example, neither CP/M Plus nor Joe Wright's BPRINTER redirection utilities can fully satisfy. (They fail, for example, on programs such as DU that perform disk access by direct BIOS functions.) With this functionality in **BGii** it was then possible to write a spooler command that redirects console or printer output to a file and can print files asynchronously in the background while regular user programs are running in normal fashion.

An excellent use of CP/M Plus's secondary file access capability would be to write a background print spooler that runs as an RSX. The spooler would fetch data from a file, one record at a time, and spool it to the printer (list) device. The RSX itself can be quite small, leaving it to a separate application program to manage the details of the user interface, file opening, and the print queue.

A second interesting application would be a file transfer utility that would send or receive files through a modem port. This would allow the user to initiate a file transfer and let it proceed in the background while he proceeded to use other programs. Again, good design can keep the size of the resident code small.

The CP/M Plus operating system provides the advanced programmer with support for I/O redirection, secondary file access, and resident system extensions. Using these built-in tools, perhaps some of TCJ's readers will take up the challenge of developing new applications. As always, I look forward to getting your feedback and ideas in the mail.

---

**LAN, from page 14**

per second that can be handled, thus for smaller packets the number of bits per second that can be handled goes down.

---

**Spondulice is the Radix of Everything Pernicious**

—Michael Kaczmarek

---

**Next Time**

The largest internetwork in the world (outside of the telephone network) is the Internet, consisting of thousands of individual networks joined together. Typically a campus would have a LAN system of some sort and at one point there will be an internetwork router with one or more links to other routers. Wait! Isn't that the tandem switching arrangement mentioned earlier? Certainly.

Next time we will look more carefully at IP (the Internet Protocol) which is what runs across this world-wide Internet.
A few issues back, Jay Sage brought up the idea of running ZCPR3 under a CP/M emulator. Since I've been using exactly such a system for some time, I'll pass on just what bringing it up has entailed.

The system I use for most of my work is a Vector Graphic model 4/40. This is a dual-processor system using an 8088 and a Z80 (similar to CompuPro's and Macrotech's S100 Dual Processor boards). In native mode, it runs CP/M-86 and to run Z80 programs, it uses a program called RUN8.CMD that sets up an artificial CP/M environment.

Having used CompuPro systems for many years, RUN8 was a familiar concept: much like CompuPro's SWI program. In fact, the same method described here should work on CompuPro's systems, as well as any other Z-80 CP/M emulator, even under other operating systems. I have also done a similar version for Vector Graphic's multi-user CP/M system. The concept should also work on Turbo-DOS systems, though that has yet to be tried. (I'm trying to do it under MS-DOS, too, but finding a good Z80 emulator has proven difficult.)

What does it take to bring up such a system? Surprisingly, not much! The only real requirement is an emulator that supports all the standard BIOS calls. Actually, even that isn't really necessary, if you want to do some extra work, but more on that later.

I'll take you through the evolutionary steps this system has gone through to get where it is now (full ZSDOS/ZCPR3 system) and this should answer your questions.

The Initial Problem

Under the original emulator provided by Vector Graphic, there was no command processor. If you gave an illegal command to the CP/M-86 CCP, it would look for a .COM and, if found, invoke RUN8 with the original command as the tail.

At this point it would set up an environment that looks somewhat like CP/M 2.2, load the requested program into that area and execute it. All the program's BIOS and BDOS calls would run through the emulator and be mapped into equivalent CP/M-86 calls.

The first version of the emulator had a serious bug: the BIOS jump table was not aligned on a page boundary. I checked the CP/M manual, and it never does say that the table must be page aligned, but many programs expect it to be.

I couldn't run many of my CP/M programs like this, including WS and anything written with SYSLIB (probably 99% of my software). I set about to write a little program that would move the jump table to a page boundary and then run the command specified as a parameter.

This worked as a partial solution, but this environment would disappear after each 8-bit program. I then set out to work around this.

| Figure 1 – Before and After Memory Maps |
| RUN8 | Z-System emulator |
| Disk Bitmaps | F800 | Same |
| DDB's | F900 | Same |
| Memory-Mapped Video | F000 | Resident Command Processor |
| RAM | | |
| Interface code to 8088 | E000 | Same |
| EBD0 | |
| TPA | E300 | "Tiny BIOS" |
| | D500 | ZSDOS |
| | | ZCPR3 Command Proc |
| | | TPA |

Phase I: The Command Processor

On a regular CP/M-80 system the environment is set up at cold boot time, and certain maintenance of that environment is done with each warm boot.

I realized I needed to provide my own cold boot function, and to intercept the warm boot calls where I would do my own work, instead of returning to CP/M-86. This was done with a simple program I called (for brevity) X. X would first move the BDOS and BIOS entry points down in memory and space them 3.5k apart from each other.

I found through bitter experience that some programs really don't like seeing the BDOS and BIOS jammed up next to each other as is common in emulated environments.

The BIOS was moved with a simple LDIR instruction and a patch to the

---

Brian Moore has been playing with Z80 software since 1978, when the computer addiction first bit. Since then, he has done hand-installations of ZCPR3.0 and 3.3 on several systems, and can't fathom why anyone would use Vanilla CP/M. Brian is the author of ARK11, the CP/M tool for creating ARC compatible archives. He can be reached on GENIE as BRIAN-CPM, The Machine BBS (503-747-8578) or at home (503-687-8531). His mailing address is 1048 Lincoln St., #1, Eugene, OR 97401.

The Computer Journal / #54
Listing 1 – 861.COM

; 861-A Loader for ZCPR3 for the Vector 4. The ZCPR3 system
; image is loaded at 0D500h, and various parameters are
; initialized to appease just about any program that will run
; under ZCPR3.
; modified 3/19/89 for RUN8 v1.2
; modified 6/14/91 for Z800 DOS24, which will let RUN8 act as
; the BIOS ONLY. This should fix some of the quirks in
; RUN8, and speed things up a bit.
; modified 7/25/91 for Z800S for better date handling.
; Clock driver is loaded with pseudo-BIOS.

; Quirks in Vector's environment
RealBIOS  equ 0e000h ; Where the simulator’s BIOS
NewBIOS  equ 0e300h ; jie a better place for it
TinyBIOS equ 0d500h ; slow enough to save Z3
SimBIOS  equ 0e060h ; segments simulator’s BIOS

; Boot equ NewBIOS + 36h jentry where we will put
; the loader

maclib $BASE.LIB ; get some constants
.s80
aseg

org 100h
ld de, signon
call 5
ld h1, CCP
; what the heck,
ld de, CCP + 1
; zero out the memory
ld bc, 0D500h - CCP
ld (h1), 0
ldir

ld h1, initcommand
; copy the initial STARTUP
ld de, z3cl
; command into the Z3
ld bc, inicilen
; command buffer

ld h1, initpath
; initialize the path
ld de, expath
; (just need A0; for now)
ld bc, 3
; (someone else can set
; the rest)

ld a, 0
ld $3e0h, A

ld h1, RealBIOS
; set up our bogus BIOS
ld de, NewBIOS
ld bc, 33h
ldir

ld a, 0C3h
; Set up a jump to Z80DS
ld (NewBIOS + 33h), a ; time routine
ld h1, TIME
; (NewBIOS + 33h + 1), h1
ld h1, myboot
; Copy in our artificial
ld de, myboot
; warm boot code.
ld bc, chaize
;
ld c, 0Fh
; open file
ld de, Z800DSFCH
; the Z800DS binary image
call SimBIOS
; (we assume it was found)
xor a
; clear the record count
ld (Z800DSFCH + 32), a
ld c, 44
; multi-sector count
call SimBIOS
ld c, 26
; set the dma address
ld de, TinyBIOS
; where to load Z800DS
call SimBIOS

ld c, 20
; read sequential
ld de, Z800DSFCH
; (recs 0 - 15)
call SimBIOS

ld c, 44
; set multi-sector count
ld de, TinyBIOS + (128 * 16)
call SimBIOS
ld c, 26
; Read sequential
ld de, Z800DSFCH
; (recs 16 - 27)
call SimBIOS
ld de, Z800DSFCH
ld c, 16
; close our file
call SimBIOS

ld h1, 0E7Fh
; Set up scratchpad area
ld (5ef7h), h1
; (The simulator doesn’t
ld (5ef7h), h1
; do this for us so the
ld (5ef7h), h1
; simple solution is to
ld (5ef7h), h1
; fudge the entries so
; that a Z80 OS will be
; happy.)

; The following patch is to overcome a special quick in the
; CP/M-80 simulator. Instead of directly calling the
; simulator BIOS on this, we do it ourselves. We just patch
; our routine into the NewBIOS jump table.

ld h1, WRITE
; Our WRITE replacement
ld (NewBIOS + 02Ah + 1), h1
ld h1, wboot
; Can’t have a real WBOOT
ld (NewBIOS + 3 + 1), h1
; either
xor a
; Force a log to A0; for
ld (4), a
; no good reason
jp h1
; load 13 and execute the
; startup command...
; (force a warmboot)

signon: db 0dh, Oah, 'ZCPR 3.1 Loader for the Vector 4'
db 0dh, Oah, 'Version 1.00 by BMoore', 0dh, Oah
db 0dh, Oah, 'Please Stand By: Loading System.'
db $'

initcommand:
dw 23cl + 4
; pointer to first char
db 23cl
; length of buffer
do 0
; offset into buffer
db 'STARTUP;START'
do 0
; end of command

inicilen equ $ - initcommand

initpath: db 'A' - 'I', 0
; force A0:
do 0

Z800DSFCH: db 1, 'Z800DS IMG'
de 25, 0

; This is our own Mini-BIOS. It serves mainly as a
; replacement for the WBOOT entry point to the BIOS, but it
; is also our opportunity to add some features and a fix to
; the BIOS.

myboot: .phase WBoot
ld sp, 00feh
; Get the stack out
; of harm’s way
ld c, 0Fh
; open file
ld de, ZBinary
; the binary image of Z3
push de
; save this
call SimBIOS
; (assume it was found)
ld c, 44
; set the multi-sector count
ld e, 16
; to 2x (the exact file
call SimBIOS
; length
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new "Tiny BIOS" was made at location 0001. The BDOS, however, was only slightly more complex. X itself contained a copy of a "Tiny BDOS", and this was assembled with M80's PHASE directive. X would copy this to the proper location and patch the address at 0006 to point to this "Tiny BDOS".

The "Tiny BDOS" would pass all BDOS calls to the CP/M emulator except for function 0 (warm boot). This one function was trapped and would make a series of calls to the emulator to open and read a file containing the CCP, and then jump to it. The "Tiny BIOS" WBOOT jump went to this little routine, so a JP to location 0 would perform a warmboot.

The reason the above works, I realized, is because the CCP is just a special program, unique only that it's loaded by the BDOS and by its address.

Note that even at this stage I had, in effect, two BDOS's. One acts just like a CP/M 2.2 BDOS, reloading the CCP on function 0, and the other one drops back to CP/M-86 on function 0. But the "TinyBDOS" has a unique capability: it can do its reading by making BDOS calls (to the emulator) instead of the much lower-level BIOS calls.

This made it quite simple to read in the CCP at warm boot: I had all the standard CP/M BDOS calls for file I/O and even one for doing multi-sector reads. In effect, the BDOS could act like a transient program and call the "real" BDOS.

Phase II: A Real BDOS.

The above method had limitations: like trusting the emulator to behave properly (it has numerous bugs). For example, the BDOS input line function would echo an extra CR/LF, and would drop back to CP/M-86 on "C. I also wanted to use programs like ZEX and BYE, which make direct patches to the BIOS. This would have odd effects, as the Tiny BDOS never called my Z80 BIOS, though some programs make direct BIOS calls.

I realized that the BDOS is much like the CCP: a special sort of program file loaded at a given point in memory. Actually, it's easier than the CCP in that the file need not be reloaded at warmboot time—just a few modifications to my 'X' program would give me a BDOS loader.

I used a copy of Z80DOS that I happened to have here—I assembled it for the proper address and saved it as a file called 'Z80DOS.BIN'. The CBOOT routine in the loader merely loads the BDOS in, then jumps to the WBOOT routine in the Tiny BIOS.

Of course, life is never that simple. Now that I was using a 'True' BDOS, I found that the BIOS emulation routines in RUN8 had some quirks, the worst of which was that calls to the WRITE routine would not properly flush a dirty buffer. Alternating drives, or just re-specifying the same drive, between calls to WRITE would introduce garbage into the buffer.

Without source code, I figured I had little chance of fixing this in the emulator. So, I wrote a replacement for the emulator's WRITE, or more precisely, an intercept for it. This relies on the information passed to the WRITE routine as to whether or not to do a pre-read, and whether an immediate flush is necessary. I force every call to WRITE to do a pre-read and immediate write.

There is a definite loss of speed with this method (and I'm still trying to figure out a better one), but the HD on this system has 256-byte physical sectors, so the overhead isn't that large. And actually, the Z80 is so much faster than the 8088 that by using a Z80 BDOS, I had a noticeable improvement in speed over the emulated version.

I also tried adding a SmartWatch to the system at this time, and found that the hardware wouldn't allow it. The Chip Select line to the ROM is always on, and the address lines always active, so it was impossible to pass the proper information to the SmartWatch. But, I realized that CP/M-86 has an interrupt driven clock built into it. My problem was finding it.

After some hacking at various system programs, I discovered how to manipulate the memory-manager (an address line latch, actually) to let the Z80 peek into the 8088's address space and read the clock.

This brings up an important point (and something I will be using when I get this ported to MS-DOS): the BIOS can deal with the system in any way it wants. For example, my WBOOT routine loads a disk file using the BDOS calls supported by the Emulator. That's much easier than having position-dependent files. The Clock routine works by peeking and poking into the other processor's memory.

While running under the emulator, then, the BIOS is also a special sort of program—capable of making BDOS calls! Just be careful to call the emulator BDOS, not Z80DOS or ZSDOS.

Phase III: Upgrading to ZSDOS

It didn't take too long using Z80DOS to realize I wanted the features of ZSDOS, but when I received it I realized it would involve another trick to install it.

ZSDOS is very easy to install on more normal systems. If you have MOVCPM or SYSGEN, it will figure out how to install itself into either of those. But I have no MOVCPM, since this system has never run real CP/M 2.2, and no SYSGEN since the system has no reserved tracks. (Actually, they are mapped out at a very low level of the OS.)

The trick was actually simple: I pretended I had SYSGEN and constructed in memory an image of what the boot tracks would look like if I had them. Z8E is real useful for this, since you can load the separate files at different addresses, and then move the BIOS jump table down just above them.

I saved this file out as ZSYS1MG and pretended this was my SYSGEN image file. When I finished configuring ZSDOS, I returned to Z8E and stripped out the BDOS and saved it as its own file. It was so quick I saved it as Z80DOS.BIN, so I wouldn't have to change the filename in the loader—it does contain ZSDOS.

Additional Thoughts:

The trick to the whole operating system I'm using is that it is all considered by CP/M-86 to be one very strange transient program. As far as the CP/M-86 side goes, I make some BIOS and BDOS calls through the RUN8 program, and even-

"What's new?" is an interesting and broadening eternal question, but one which, if pursued exclusively, results only in an endless parade of trivia and foolishness, the sit of tomorrow. I would like, instead, to be concerned with the question "What is best?" a question which cuts deeply rather than broadly, a question whose answers tend to move the silt downstream.

—Robert M. Pirsig
; clear the record count
ld a,(z3) + 32

ld b,0 ; set the dso address
ld de,cpp ; where to load z3
call SimBOS

inc h ; read sequential
pop de
push de
call SimBOS ; file will now be loaded.

ld d,44 ; back to 1 record...
call SimBOS

ld a,0ch
ld (0),a
ld (5),a

ld h1,TinyBOS + 6 ; make the BOS vector
ld (6),h1 ; point to the
"TinyBOS"

ld h1,NewBOS + 3 ; set up the initial
ld (1),h1 ; bios area
ld c,a

ei
jp ccpp

; Replacement for RUNE's WRITE routine.
WRITE:
ld c,1 ; force it to be
jp RealBOS + 2ah ; "directory" write (is, ; force buffer flush each

time)

\$Binary: db '1,23XCPFR BIN'
\$da 24,0 ; rest of the fcb

; As long as we're in the BIOS, ; throw in a Z/800 clock driver routine.

; TIME:
ld a,c ; is command GET_TIME? ; zero
or a ;
jr nz,noset ; no -- go set the time

; call clockon

ld h1,0.fsct
ld de,buffer ; ASCII clock data address
ld b,6 ; six fields to convert
getloop:

ld a,(h1)
and 0Fh ; strip off ASCII bias
add a,a ; shift over to hi nybble
add a,a ;
add a,a ;
ld c,a ;
inc h1 ;
ld a,(h1) ; get next digit
and 0Fh ; strip off ASCII Bias
or c ; mask into hi-order
ld (de),a ; and save it
inc de ;
inl ; skip to next
inc hl ; skip delimiter
djnz getloop
call clockoff
ld a,0
ret

;-----------------------------
clockoff:
ld a,(0ED13h) ; Get 800's original
ld b,0f8h ; map back
ld d,a ;
jd,0 ; Point back to
ld c,06h ; CP/M-86's bitmap
out (c),d ;
ei ;
ret ;

;-----------------------------
clockon: ld (outbuffer),de ;
ld b,0f8h ;
ld d,a ;
jd,05h ; make 0f800 map to 218000
ld c,06h ; RAM address map port
out (c),d ;
ei ;
ret ;

;-----------------------------
buffer: ;Note -- this is the
ld (hl),a ; format CP/M-86, has the
cdate: db 0 ; date in -- we need to
cyear: db 0 ; swap it around to what
chour: db 0 ; z/800 wants.
cmin: db 0

As for incarnations under MS-DOS: it seems possible. The trick is dealing with the differences in the structure of the disk. I am convinced that for now the best way to do this is to use a BDOS like Z80DOS, but strip out all the disk I/O calls, and change them to use the emulator's BDOS. This will allow for programs that hook into the character /O functions (BYE, ZEX, AT and others) and should allow most programs to run fine using the emulator's BDOS for disk I/O. I will confess that I can't predict the behavior of a program like DU3 under such a system.

Note that ZZNIC, a CP/M emulator for MSDOS (which I am currently analyzing to see if it will suit my odd purposes) allows for drive/user areas to be mapped onto MSDOS directories. Setting up a named directory register to match the DOS names with the simulated user areas should make navigation compatible between the two systems.

At a later date, it would be interesting to use a full ZS DOS and D O S D I S K -in theory, that should work quite well. But for now, I'm still in pursuit of a good fast Z80 emulator for my very slow clone.

Drop me a note at one of the addresses shown at the start of this article if you have a Vector4 and would like a copy of the operating system we've discussed here, with Z80DOS instead of ZS DOS.

In the next year or so it will be possible to hook a small transmitter/receiver to your serial or parallel port that connects to a LAN without any wires. For our traveling instructor it means a portable 386 with large hard disk and 6 or 8 of the LAN transceivers. Now all that is necessary is to have as many computers rented for the class as needed (at the training site) and the instructor carries everything else with them. Even what they carry is not so much really, the standard rugged 386 seems to be pretty standard carry on luggage these days. I saw at least 4 four people dragging them around in the airport in the first 5 minutes I was there.

For those teaching computer training programs, I feel the future will only get better. Think about being able to setup all your training and sample programs and directories once. Gone will be the days of redoing all the hard disks after each class and making sure you got all the floppies back from students. Sounds pretty good to me.

Brief but Sweet

Overall I found PVCS to be an ok product and definitely recommend you use some form of version control on your products. The thing to remember is that VCS still does not replace good and plentiful comments in the source file, it just makes it possible to find out who didn't comment their changes.

I will leave you with a hint about next time. FORTH day is just around the corner and WESCON will be happening as well. So next time...keep plugging away.

Basic research is when I'm doing what I don't know I'm doing.

—Wernher von Braun
Real Computing

Minix Miscellany, Being Two Places at Once, and Hungarian Ghoulish

By Rick Rodman

Minix Miscellany

Before I got my 32381 chip, I was restless to do some programming on my PC-532. Since gcc requires the 32381, I was limited to assembly language. But I've noticed that assembly language under Minix is something nobody talks about. The listing shown (Listing 1) is an assembly-language program called this.s which makes two system calls under Minix. It's written in NS32 assembler. An 8086 version should be very similar.

You have to remember that Minix is a message-passing operating system, and the familiar system calls such as write, read, ioctl, et cetera, under Minix are actually implemented using message structures passed to the raw system calls, which are send and receive. Constructing these messages in C is simplified by a number of macros, but under assembly you're on your own.

Each message can be 28 bytes or more in length. Each of the various system call messages has its own message structure. Some system calls need to get sent to FS, and some to MM. If you send a message to the wrong kernel task, it'll get some kind of error in reply.

In the example in listing 1, I build a "format 1" message for the write system call to send a message to the screen (actually, to stdout). Six fields in the message structure have to be set up, then two registers to identify the destination and type of service call, before executing the svc instruction (a far call under Minix).

In order to simplify matters, I just used the C startup routines and named my entry point main(). From looking at the listing, you'll see that setting up the message structure is quite a bit of work. Remember too, that for each system call, you need to know the message format, which field goes where, and what destination task to send the message to. Obviously, Minix has not been designed for convenience of assembly language programming!

I recently ported Richard Campbell's Tiny Basic to Bare Metal and hope to port it to Minix soon. Another Basic interpreter, written in C, is supposed to be available, but I have not been able to obtain source to it.

But now my 32381 has arrived and is installed and working, in all its resplendent numericity, in my PC-532. You have to admit, National has some high-tech-looking chips—with those bypass capacitors mounted on top, they really look like they mean business. And now, I'm all set for some heavy number crunching.

Only technoids look at chips anyhow, right? Intel's chips look like big blank walls, on which they have lately started to print fairly gaudy advertising. Intel's recent advertising blitzes "The Computer Inside" and "Intel Inside" are so moron-targeted that they're alienating anyone with even a passing awareness of technology. You'd think they were selling light beer or something.

386 Minix

In unrelated developments, patches have been developed for a 386 version of Minix, under which the Gnu tools are used for software development. With all the "smallness" of Minix out of the way, it becomes reasonable to implement subsystems like TCP/IP and X Window under Minix. However, Andy Tanenbaum, the author of Minix, originally intended it as a tutorial operating system for classes, and he doesn't want tremendous increases in the complexity of the package. For this reason, it is unlikely that the 386 version will be available from Prentice-Hall. Instead, if you want to run 386 Minix, you will have to either obtain ftp access to Internet and spend hours transferring files so you can have the fun of trying to cobble the system together from a bunch of patches, after which you can have the joy of trying to debug it. Some call the result "Advanced Minix".

See Listing 2 for the files you would need.

The Mars Hotel BBS in Maryland (1-301-277-9408) is supposed to have all these files. It also has a great deal of the /it/comp.os.minix postings. For the moment, I've decided against bringing up 386 Minix, because I already have Minix with GCC on my PC-532.

Now for some other Minix miscellany. The TTY (console, and external terminals—Minix works great as a multiuser OS on a PC) driver doesn't handle non-blocking I/O. It'll work fine for files and named pipes, but the TTY driver just doesn't have any code to implement it. If you want to write a program that only "samples" the keyboard, such as a screen editor with intelligent repaint or maybe a video game, you'll run into a problem.

Next, Andy Tanenbaum himself has distributed a new

Rick Rodman works and plays with computers because he sees that they are the world's greatest machine, appliance, canvas and plaything. He has programmed micros, minis and mainframes and loved them all. In his basement full of aluminum boxes, wire-wrap boards, cables running here and there, and a few recognizable computers, he is somewhere between Leonardo da Vinci and Dr. Frankenstein. Rick can be reached via Uunet at uunet!virtechtrickr or via 1200 bps modem at 703-330-9049.
version of diff which uses CRCs to ensure that the version being patched is the right one, and that the result of the patch is correct.

Computer-security fanatics who were enthralled by the account in The Cuckoo's Egg of breaking the password file of a Unix computer may be interested in a surprisingly simple program which implements the concept. It works under Minix just as well as under Unix. The general idea is that most users use either proper names or dictionary words as their passwords. Since the encryption algorithm is accessible, it's quite easy to run through a dictionary, encrypting words and comparing the result to the encrypted password in the password file. No matter what system administrators tell people, users keep using dictionary passwords. (Not me, Bub! I use made-up but pronounceable words like 'zofsnereb').

Last time I discussed the Named Pipes under Minix. Alas, there are problems. It seems that each receiver gets his own file pointer, so that multiple messages sent at the same time will cause trashing of messages. The way this is fixed in Unix is by using two bytes of the "i-node" for a write pointer; patches have been developed implementing this solution, but not everyone is very happy with it.

The above miscellaneous items are available on my BBS (1-703-330-9049, evenings, up to 9600 baud) in the form of two big text files, which are simply transcripts of Usenet messages, called uminix.21 and uminix.22. If you want only a brief item and don't want to transfer these messages, leave me a message.

Being Two Places at Once Has Its Drawbacks

I know TCJ is not a Windows-related magazine, but many of you may have fooled around with Windows, and if you have any occasion to do programming under it, you need to know what I am about to pass on to you.

In a standard state-machine design, states are atomic—each state, or message, executes to completion before another is processed. You can rely on this condition to save yourself a lot of worry about data consistency. Multiple state machines can be synchronized by semaphores or other operating system mechanisms.

I've learned to my chagrin that, under Windows, you can be two places at once and can't do anything about it.

The problem is that Windows is not preemptively multitasking. When doing something time-consuming, you have to voluntarily relinquish the processor. The usual way is to call a function named YieldProc or something like that, which has a quick message loop allowing other messages to be dispatched—but guess what? Messages can be dispatched to your program as well! For example, you might be computing values to be displayed in a window, and the window repainting message comes in to display them before you're fin-

Listing 1

```assembly
LISTING 1 ASSEMBLY LANGUAGE UNDER MINIX

; test assembly language program ; assemble with: cc this.s -o this

; This causes the crtsao.o file to be linked first.

; static
; mytext:
; byte 'This is a test',13,10,0
; 12345678901234

; Minix message structure will be built in this buffer
; message:
; .blkd 7

; offsets for message structure. Each system call has a particular
; message structure; some need to go to FS, some to MM.

; off_src: .equ 0
; off_type: .equ 4
; off_mli1: .equ 8
; off_mli2: .eq 12
; off_mli3: .equ 16
; off: .equ 20

; program
; @start:
; main:

; Entry point from crtsao.o

movd message,r1
movd 0,off_src(r1) ; build message format 1 for write
movd 4,off_type(r1) ; SC 4 = write
movd 1,off_mli1(r1) ; 1 = stdout
movd 16,off_mli2(r1) ; count of bytes
movd 0,off_mli3(r1) ; unused
movd mytext,off_mlocpl(r1) ; buffer pointer
movd 1,r2 ; destination = FS
movd 3,r3 ; send and receive
svc ; make the call

; return result is in message.off_type

; now need to exit. (actually don't; since crtsao.o was
; linked first, 
; returning is all that's necessary.

movd message,r1
movd 0,off_src(r1)
movd 1,off_type(r1) ; SC 1 = EXIT
movd 0,off_mli1(r1) ; return 0
movd 0,r2 ; destination = MM
movd 1,r3 ; send only
svc ; make the call
ret 0

; should not get here
```

The most common problem is with WM_PAINT. Make sure that your WM_PAINT, WM_SIZE and other window-painting-related routines do little or no computation, so they can execute atomically. I know it's tempting to reccalculate on display, but don't—keep the data in a buffer. With
Interrupts and the Z80

By David Goodenough

Most of the time when a CPU is executing a program, it will get on with the job with almost single minded devotion to the task. It has the program to execute, and it sits there executing instruction after instruction. Unfortunately the real world is a little different: there are sometimes external stimuli that need to be dealt with. For example, what does the system do when you press a key on the keyboard?

The naive approach to this would be to only inspect the keyboard when you’re actually waiting for input, a technique known as polling. This has the advantage that it’s very simple to implement, but has the obvious disadvantage that keys pressed when the keyboard isn’t being checked stand a very good chance of being lost.

Wouldn’t it be better if we could temporarily stop the CPU running the program and go off and handle a keyboard press, whenever one happens. This would let us save all the keystrokes in a buffer somewhere until they’re needed. This is what an interrupt does: it interrupts the CPU’s current task, and makes it go off and do something else, and when this second job is finished the main task can be continued, as if nothing had ever happened.

The Z80 is an interesting CPU in it’s handling of interrupts. It allows the programmer to select between three different modes, which can be selected under software control. The third of these modes is very powerful, working at a level that would be expected more in a mini-computer rather than an eight bit micro.

The first of the three modes, mode zero, was designed to be the same as the interrupt handling on the 8080. Since the Z80 is an upgrade of the Intel 8080, that was a logical decision to make. In this mode, when the 8080 (or Z80) is acknowledging an interrupt, the interrupting device is able to write a single instruction onto the data bus that the CPU will then execute. In almost all cases this will be one of the single byte call instructions that the 8080 and Z80 support. The net result of this is that when the interrupt occurs, the CPU calls to a specific location in memory, and is able to execute an interrupt routine residing there.

The second mode, mode one, is the simplest, in that all it does is a unilateral call to a specific location, so that the code to handle all interrupts is in one big subroutine. As the address that the CPU calls to cannot be changed, this is the least versatile, but is the easiest to work with in a simple application.

The third mode, mode two, is where the Z80 stands head and shoulders above the rest. This is a complex method, but once it’s learned, the power it gives can be put to good use. The Z80 has a special eight bit interrupt register, which can be loaded from the accumulator. This register is intended to hold the address of a 256 byte page somewhere in the address space of the Z80. Taking my Televideo system here as an example, the interrupt register contains 0F2H, so the page being addressed is 0F200H through 0F2FFH. When an interrupt is generated, in a similar manner to mode zero, the interrupting device is expected to write a byte onto the data bus. This byte becomes the low eight bits of the address in the interrupt page. This allows selection of any one of 128 sixteen bit words in the page. For example, when the clock tick interrupt goes off, the CTC chip puts 068H on the data bus, and the Z80 then builds the address 0F268H. Then the Z80 reads the word at that address, and calls to that location.

Figure 1 shows a dump of the page in question shows. [Note—Most of the vectors point to a “null” subroutine that simple re-enables interrupts and then returns.]

Let’s look then at the code at 0F33DH:

```
#1f33d
F33D LD (PCC2),SP
F341 LD D,PCC2
F344 PUSH AF
F345 PUSH HL
F346 PUSH DE
F347 LD H,(F339)
```

David Goodenough programs both professionally and for a hobby. Professionally he uses C for projects under both DOS and UNIX. In the hobby world, his first choice is Z80 assembler. He cut his teeth in the computer world programming a National Semiconductor SC/MP in HEX in 1974, and has been at it ever since. He lives at 1236 15th Avenue, San Francisco, CA 94122, and can be reached at (415) 665 3721 when his computers allow him to use the phone.
When the Z80 reads from 0F268H, it reads the word 0F33DH, as shown above, and starts there. As the disassembly of 0F33DH shows, this is the entry of the timer tick routine. This means that the Z80 can have 128 separate interrupt routines accessible, and each interrupting device can select what routine to use by providing the low word of the address in the interrupt page.

This explains how the Z80 handles interrupts as far as the software is concerned, but what happens at the hardware level?

The Z80 itself has only one general purpose interrupt request line, but there may be several devices that wish to generate interrupts. How do they arbitrate who has the CPU’s attention?

Note that the CPU actually has two interrupt lines, IRQ (Interrupt request, which is what is under discussion here) and NMI (Non-maskable interrupt). NMI is generally reserved for very special use, since it cannot be disabled. It operates in a manner similar to mode one, calling to a specific address. Typical uses for NMI include fatal error handling, when some error condition absolutely has to be dealt with.

Figure 2 shows (rather crudely) what happens. If device 1 does not need to interrupt, it lets it’s IEO (Interrupt Enable Out) line follow it’s IEO (Interrupt Enable In), so a +5 comes out, and device 2 also sees +5 on IEO and (being idle as well) passes +5 out of it’s IEO to the next device in the chain. This is the “idle” condition: any device that sees +5 on it’s IEO line is at liberty to generate an interrupt.

When device 1 wants to interrupt, it asserts IRQ to inform the Z80 that it wants attention. All the IRQ lines from the interrupting devices are gated together to go into the Z80’s IRQ line. It also drops it’s IEO to 0v, and this condition propagates down the line, device 2 sees 0v on it’s IEO and drops it’s IEO to 0v, and so on. Any device that has 0v on it’s IEO line can’t generate an interrupt, so device 1 knows that no other device in the chain can interrupt.

Similarly, if device 2 wanted to interrupt, and device 1 was idle, device 2 would have +5 on it’s IEO, and it would drop it’s IEO to 0v. This has the same effect: device 2 knows that no device further down the chain can interrupt because the 0v it has on it’s IEO is disabling them, and it also knows that devices above it in the chain (device 1, in this case) won’t want to interrupt because they see +5 on their IEO line. So again, device 2 knows that it has the exclusive attention of the Z80.

Listing 1

```
\begin{verbatim}
list1: di
    push hl
    push af
    iclp: in a, (0x26)
    add a, a
    jr nc, icdone
    _here_: ld hl, 0
    inc (hl)
    res 5, (hl)
    ld a, (hl)
    inc hl
    add a, 1
    ld 1, a
    jr nc, hok
    inc h
    ; these last four instructions add a to hl
    ; this effectively points hl at the correct
    ; place in the buffer to save the character
    ; read a character from the modem port
    ; save it in the buffer
    ; jump back to try again
    iodone: pop af
    pop hl
    ei
    reti
    \end{verbatim}
```

Listing 2.

```
\begin{verbatim}
list2: install:
    di
    ld hl, (0xff00)
    ; the word at 0xff00 contains the address
    ; of the buffer we’ll use.
    xor a
    ld (hl), a
    ld (_base_), hl
    ; save the base address of the buffer area
    inc hl
    ld (hl), a
    ld (_here_ + 1), hl
    ; this is where the address in the interrupt
    ; code gets filled in: we point it at the
    ; second index
    ld de, 33
    ; move a further 33 bytes up. This allocates
    ; 34 bytes altogether with the inc hl above:
    ; two for the indexes, and 32 for the buffer
    ; itself
    add hl, de
    ex de, hl
    ; get that address to de for the target
    push de
    ; and save a copy on the stack
    ld hl, icode
    ; source is icode
    ld bc, (endi - icode)
    ; get the length of the interrupt routine
    ; go move it
    ldir c, 0x10
    ; this is a byte value that will be used to
    ; turn on interrupts in the UART
    pop de
    ; get the interrupt address back
    jr endi
\end{verbatim}
```
The Z80 will acknowledge the interrupt, and at that time device 2 will place the correct byte on the data bus that the Z80 uses to select the interrupt routine, and device 2's interrupt will be serviced.

So far, I've talked about how interrupts work, and what different methods exist for dealing with them at a software level. Now let's look at a real life example. As many people can attest, terminal programs written for Z80 machines sometimes exhibit a very bad habit of losing the first few characters of each line. This is such a well known problem that many BBS's in the CP/M and Z-System community offer the ability to transmit some NUL characters at the start of each line, to act as "sacrificial" characters that can be lost without problems.

However this is really only curing the symptom, to address this problem it is necessary to find out why the characters are being lost. Taking the Kaypro machines as an example of this, when the terminal program outputs a linefeed to the screen, this will usually cause the screen to scroll. On the Kaypro, this means that the Z80 has got to shift almost 2K of data, using a LDIR instruction. On a 2.5MHz system this takes quite a bit of time, in fact it takes so much time that while the scrolling is in progress, there is sufficient time for several characters to arrive from the modem, and these are the ones that get lost. What we are seeing is a polled system (the terminal program polls the modem port), and there are times when the CPU is so tied up doing something that it can't get to the modem fast enough.

Suppose we were able to use an interrupt for this, so that whenever there was a character waiting at the modem port, an interrupt would be generated. Now what happens? The linefeed is processed, and the CPU goes off and starts moving characters on the screen. While it's doing this, a character arrives from the modem, causing the CPU to stop shifting screen characters for a few moments, just long enough to get the character from the modem and save it somewhere. Then it carries on shifting screen characters. In the time taken to move the entire 2K of data needed, it might get interrupted five or six times, or even more, but none of the characters will be lost because as each one of them arrives, the CPU saves them away. What is the result of doing all of this? No more character loss.

Another issue that needs to be addressed is what pitfalls exist in using interrupts. If the CPU is in the middle of doing something, and then all of a sudden it has to drop everything to go do something else, it is absolutely essential that everything is dropped in such a manner that it can be picked up again.

Taking another look at the timer interrupt routine, the first thing it does is:

```
F33D ld (FOC2), SP
F341 ld SP, FOC2
F344 push af
F345 push hl
F346 push de
F347 ld hl, (F339)
F34A inc hl
F34B ld (F339), hl
```

It starts by saving the stack pointer, and then loading the stack pointer with the address of an area of memory that is
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![Listing 4.](https://example.com/listing4.png)

; modist - return with z flag clear if there is a char waiting at modem port
modist:
  ld hl, (_base_)
  ; go get the address of the buffer area
  ld a, (hl)
  ; fetch the first index
  inc hl
  ; point at the second on
  xor (hl)
  ; set the accumulator and z flags based
  ; on whether there's data in the buffer
  ret

; modin - read char from modem port: modist has been used to check it's there
modin:
  ld hl, (_base_)
  ; get the buffer address again
  inc (hl)
  ; increase the read index
  res 5, (hl)
  ; but limit it to 32
  ld e, (hl)
  ; fetch the offset to e
  inc hl
  ; point hl at the buffer
  ld d, 0
  ; extend e to de
  add hl, de
  ; point at the byte to read
  ld a, (hl)
  ; and go get it.
set aside for use of this interrupt routine alone. The very next thing it does is to push several registers onto the stack. This is what it has to do to preserve the state of the CPU before the interrupt happened. After pushing the registers it gets down to the real work, starting by increasing a tick value at 0F239H. It goes without saying that since AF, HL, and DE are the only registers saved (BC and the index registers aren’t), these are the only registers that can be used. If it became necessary to use BC in this interrupt routine, then the entry code of the routine would have to push BC onto the stack, so that the original value could be restored on exit.

This typifies the main thing necessary in writing interrupt routines it is essential to restore the CPU state to exactly what it was on entry to the interrupt routine. Changing so much as one bit in a register, or the state of one flag, will eventually cause a problem, and problems like that are almost impossible to catch, since they will not be easily repeatable. An interesting side note to this is that the Z80 has another nice feature that was designed mainly for use in interrupt handlers. It has two sets of registers: the first set that can be accessed with instructions like ‘ld a,(01234H)’ and ‘add hl,de’. However there is a second set that are normally hidden away, but these can be exchanged with the main set very quickly. The idea here is to use only the first set of registers in the main line code, and reserve the second set for interrupt handling. This allows a very fast save and restore, which in turn is a real advantage to people writing interrupt routines. Sadly, in real life, code often uses these alternate registers, hence making them unavailable for use in interrupts, although in a dedicated environment where the programmer has complete control over the system, this could be done.

It is unfortunate that interrupts are always very specific to the machine being used, since the examples provided will only be actually testable in its current form by people who have Televideo 803’s or TPC-1’s. To show a complete interrupt setup, including installation of the code, the interrupt code itself, and how it is removed when the program exits, I am going to pull some code from QTERM. First of all, the interrupt routine itself. See Listing 1.

OK, that’s the interrupt routine itself. One thing that should be fairly apparent is that it is written to be as small and fast as possible: this is always a desire in interrupt routines: make them as quick as possible, so that they steal the least amount of time from the main task.

Another interesting point is that the buffer address is not a constant. The reason for this is that the interrupt routine gets installed up in the BIOS in a small buffer up there, this is necessary because the Televideo 803 can switch between several pages of memory, and there is no way of guaranteeing that page 1 (which is where CP/M programs normally reside) will be paged in when an interrupt occurs. So it is necessary to place the interrupt routine in high memory, above the area where the paging takes place. How this is all done is shown in the installation code. See Listing 2.

Well, it looks like I kinda left that hanging, however when QTERM finishes it’s necessary to re-install the original vector. If I didn’t, then the next time a modem interrupt occurred it would call to the buffer area. Since this is used by other programs, there would be no guarantee that our interrupt handler would still be in place, and so the CPU could wind up executing anything. So what does the “de-installer” do? Look at Listing 3.

The important things to remember from the above are that while the vector is being changed in the interrupt page, it is essential to have interrupts disabled. During the update process, there is a small window when the integrity of the table is not complete. If an interrupt arrived during that window, it would almost certainly cause a system crash. Also note how the original vector is restored on exit, and how the UART has interrupts disabled on exit. This sort of cleanup is also very important to prevent problems after QTERM has exited.

Finally a couple of small routines are needed to read characters back from the buffer where the interrupt routine has saved them. We have them in Listing 4.

In conclusion, interrupts provide a means for external “real world” events and stimuli to be handled by the CPU without the necessity for continuously polling. This can have a dramatic improvement on system performance, both in terms of the CPU cycles saved by not needing to poll, and because the event will often get much more rapid processing. Of course “there ain’t no such thing as a free lunch”: it is almost always far more complex to produce an interrupt driven system. Despite of this, the advantages of an interrupt system generally outweigh the disadvantages. While it can take a while to get comfortable writing interrupt drivers, it is well worth taking the time to do so, and learning by doing is usually a very good teaching help. From personal experience, I can assure you that you have a very good chance of locking up your machine several times before getting it all sorted out, but it pays back many times over when all the bugs are out and the system finally works.

Hungarian Ghoulish, or What a Pane

Not meaning any slight to our friends of any national persuasion, I still find that so-called “Hungarian notation” Microsoft seeks to push on everyone offensive. My C experience of ten years teaches me to use upper-case letters to denote macros. At a glance, I can tell whether a data item is a macro or the “real thing.” This crazy new style makes your programs look like some kind of advertising. They got it from Pascal—the language where you can’t even tell if SillyNonsense is a variable or a procedure, for crying out loud. If you ask me, It’sALotHarderToRead, and I’m going to keep using “break characters.” That way, the Windows and OS/2 calls stick out like the sore thumbs they are.

Next time

Next time I hope to return to the home-control topic with some neat new X-10 hardware and ideas. Also, I hope to fiddle around with some image compression and decompression on my PC-532. Just because there are parts out there called DSP’s doesn’t mean you have to have one to do it!


8 MHz on an Ampro

Double Your Pleasure, Double Your Fun. Double Your Clock Speed and Watch It Run!

By George Warner

A few years back I was browsing through a local BBS when I read a message telling how to modify an Ampro Little Board Z80 to run at 8 MHz. My silicon-slave of the time was a very modified California Computer System 5100 machine happily chugging along at 4 MHz. Always interested in enhancing my system’s performance via hardware hacking, I immediately made a rush for my bookshelf of hardware manuals; 23 mods and 1209600 wait states later (okay, two weeks), my CCS was okay. For eight! It was almost six months later before I ran across additional dialog concerning the Ampro 8 MHz mod. Returning to the original message my curiosity was peaked by the extensive number of modifications (six cuts, eight jumpers and 120 ns DRAMs) required to “make it work” (with wait states!). My Ego having been well stoked with my previous success, I mentioned to several fellow BBS’ers my opinion of this supposedly “simple” 8 MHz mod. Being the extremely practical persons they are, they immediately capitalized on my comments and suggested I “put my money where my mouth was”. A very generous individual donated an unused 1A to the cause and “the game was afoot!” Had I known that he would later be taking over editor-ship of this publication my brain might have kicked in and a hastily retreat taken. But noooooo. ‘nough said. Now for the nuts and bolts.

A five-minute addition to my normal daily commute dropped me into Ampro’s lobby where a kind individual delivered six crisp 14″x11″ schematics for the 1A and 1B. The first task at hand was to “speek” the standard parts in order to determine what parts just weren’t fast enough and would have to be replaced.

Obvious (to me) was the Z80ACPU, CTC & DART (4 MHz max.). The CPU was quickly swapped with it’s 8 MHz counterpart, the Z80H. Not so lucky with the DART, it wasn’t available locally in any speed over 4 MHz. Lucky for us the rumor mill said (pause) that the S10-0 was pin-compatible. A quick call to Zilog verified this true and also provided some additional information. Most 6 MHz S10’s were 8 MHz manufacturing failures! If the synchronous test failed at 8 MHz but passed at 6.5 MHz the part was produced as a 6 MHz part! Since the original DART we were replacing didn’t run synchronous this was no great loss to us. I replaced the DART with a S10-0B (6 MHz). A quick look in the speck-books confirmed a lesson learned from my CCS system. The CTC could work with a 8 MHz as long as it’s clock inputs weren’t faster than 4 MHz. In other words, you can access it at 8 MHz. It just can’t count faster than 4 MHz. No change there. The only things left to consider are the WD1770 floppy disk controller, the NEC5380 SCSI controller (1B only) and the DRAM. Both the WD1770 and NEC5380 will work at 8 Mhz. No problem there. That leaves the memory. We will get back to it later. For now....

We swap in the faster parts, power-up, boot and everything still works at 4 MHz. Time for the knife. Note: My original mod was done on a little board 1A. The references in parentheses below are for the 1B. They have been tested and do work.

First things first, I disconnect the Z80’s clock input from 4 MHz where it is generated on U10(U3)P13 and reconnect it to 8 MHz where it is generated on pin 14. Note: this has also changed the CTC & DRAM address mux. delay flip-flop clock frequency to 8 Mhz. Not important now, but later.... With my finger crossed I then turned on power; hit reset and boom! nothing. Reset again and... nothing. Well no big surprise there, the DRAM just ain’t hacking it. Wait; the floppy drive has a light on! And the door is open! Duh, Hello? Insert boot disk, close door, reset and... Click, click, click (drive noise) and... nothing. Hmmm. Wait, the boot program is in EPROM! It works! But why did it stop? Well no big surprise there, the DRAM truly ain’t hacking it. Time to hit the books.

DRAM’s are funny little Anti-mules; I don’t think any two people (or manufacturers) will agree on which timing is the most critical. (The truth: the one that keeps it from working is the most critical.) In a nut-shell (where I belong) this is how DRAM read and write cycles are supposed to work:

1. The DRAM address lines are driven with the row address. Usually the CPU’s A8-15.
2. RAS* is pulled active (low) by the CPU.
3. If this is a write cycle, the CPU puts data on the DRAM’s data input.
4. If this is a write cycle, W* is pulled active (low) by the CPU.
5. The DRAM address lines are driven with the col. address. Usually the CPU’s A0-7.
6. CAS* is pulled active (low) by the CPU.
7. If this is a read cycle, the DRAM drives it’s data output.
8. If this is a write cycle, the CPU releases (high) W*.
9. The CPU releases (high) both RAS* and CAS*.

The (very debated) critical design criteria (in random order) for DRAM are:

1. Row address setup time. (#1 to #2)
2. Row address hold time. (#2 to #5)
3. Precharge or Recharge time. (#9 to next cycle’s #2)
4. Data valid to write enable time. (#3 to #4)
5. Read access time. (#6 to #7)
6. Refresh time. (See text)
The row address setup time is the time from when the row address have settled on the DRAM address lines (#1 above) to when RAS* is pulled active (low) (#2). The 4164 DRAM specification gives this as 30 nsec. minimum.

The row address hold time is the time from when RAS* is pulled active (low) (#2) until the DRAM address lines can be changed (#5). The specification shows 25 nsec. minimum.

The precharge or recharge time is the time after one cycle (#9) that allows the DRAM to charge internal parts prior to the next cycle (#3). The minimum specification is 150 nsec.

The data valid to write enable time is the time from when the CPU data lines settle (#3) until the write line (W*) is pulled active (low) (#4). The specification for this is 40 nsec. minimum.

The read access time is measured from when the CAS* line goes active (low) (#6) until the DRAM’s data output is stable (#7). Almost all DRAM chips S1P’s & SIMM’s are sold by this speed (and their density of course). Typical 4164’s for the Ampro’s I have seen range from 150 to 200 nsec. For a 8 Mhz clock, each cycle is 125 nsec. The Z80 has a worst case read cycle of 1 1/2 clock cycles for the M1 (op-code fetch) cycle. 125 nsec. * 1 1/2 = 187.5 nsec. This means that 200 nsec. DRAM won’t work at 8 Mhz As you will see later, because of chip delays 150 nsec. parts are a tight squeeze.

One of the most annoying differences between static and dynamic RAM is the DRAM’s refresh. If the contents of DRAM’s aren’t periodically refreshed it “forgets”. The DRAM RAS* only refresh cycle consist of:

1. The DRAM address lines are driven with the refresh row address. This is usually incremented after every refresh access.
2. RAS* is pulled active (low) by the CPU.
3. RAS* is released.

This must happen once for each row of address every 2 msec. Since the 4164 has 128 rows, one row needs to be refresh every 16 usec. On the Z80 refreshes occur during the last two clock cycles of every M1 (op-code fetch) cycle. During this time the Z80 is involved in internal operations. Since a Z80 operating at 8 Mhz takes 3 usec. to execute the longest instruction in its set, M1 cycles occur frequently enough for the memory to be refreshed.

Time for the o’scope.

1. Row address setup time. (30 nsec. min.) 45 nsec.
2. Row address hold time. (25 nsec. min.) 85 nsec.
3. Precharge or Recharge time. (150 nsec. min.) 100 nsec.*
4. Data valid to write enable time. (40 nsec. min.) 125 nsec.
5. Read access time. (150 nsec. min.) 85 nsec.*

Well, worst thing worst, how can we extend the refresh access time to greater than 150 nsec. I guess we could insert wait states... Wrong! I want 8 MHz! How about making CAS* active (low) sooner? According to our schematic, the first flip-flop of U18 (U37) is used to delay MREQ* from the Z80 for 125 nsec. to generate our ROW/COL address mux on pin 5; the second flip-flop is then used to delay this by an additional 125 nsec. to generate CAS* on pin 9. Although not mentioned as critical, the 4164 DRAM’s column address setup time is 30 nsec. The 125 nsec. delay introduced by the second flip-flop seems a little unnecessary. We do need some delay however. A quick trip to the 74574 spec sheet shows it’s clear (C*) to output low delay to be 30 nsec. Just what we need! By disconnecting the clear input on pin 13 from it’s pull-up resistor and connecting it to the ROW/COL address mux. signal coming in on pin 12; we can extend our read access time by about 90 nsec. Some quick math reveals 85 + 90 = 175. Everything looks good on paper. So, let’s put the proof into the pudding.

How do we disconnect pin 13 from its pull-up resistor? The first time I did this I desoldered U18(U37) and looked under it. A trace goes from pin 1 to pin 13 and then to U19(U35)P1. This signal needs to be cut and reconnected around pin 13. Once I determined what had to be done; I quickly came up with an easier way: Rather than removing U18(U37), cut off pin 13’s lead where it hits the P.C. board, bend it up and then solder it to pin 12.

Quick hint: When you are working on a board which costs a hundred dollars and more and need to remove, replace or socket a fifty-cent IC, cut off all the leads to the IC with dikes; desolder the leads from the board one at a time and then solder in the new part or socket. I’ve seen experienced techs destroy two-hundred dollar boards trying to save a fifty cents part! Using this hint has removed all but a few of my needs for a de-soldering station.

Crossing my fingers again I turned on power; Insert boot disk, close door, reset and... Click, click, click (drive noise) and... up it comes! I guess the Precharge or Recharge time (#3 above) wasn’t as critical as was thought. Ta-Da! 8Mhz!

Just in case you were bored by this exciting (yawn) discussion and skipped to the end, here is the good stuff:

1. Replace CPU with Z80H (Z0840008FSC).
2. Replace DART with 6 or 8 Mhz DART or SIO-0. (My 6 Mhz SIO-0 works fine.)
3. On the component side of the board cut the trace coming from U10(U3) pin 13 going to a small through pad. Connect this pad on the circuit side to U10(U3) pin 14.
4. On the component side of the board, cut the lead coming from U18(U37) pin 13 AT THE BOARD; then bend it up and over and solder it to pin 12.

That’s it! I have lost count of the number of boards (1A’s & 1B’s) I have done this to and have had no problems. Joe Wright of Alpha Systems even came up with a quick patch for the BDOS/BIOS to determine the clock speed by using the CTC clocked at 2 Mhz as a reference.

```
SPEED: LD C,CTC0 ; Get port address of
          ; CTC -> register C.
     LD A,3
     OUT (C),A ; Reset CTC
     OUT (C),A ; Again.
     LD A,047H ; set mode & load divisor command.
     OUT (C),A
     LD A,100 ; output divisor
     OUT (C),A
     IN L,(C) ; Get first value from counter
     IN H,(C) ; Get second value from counter
           ; (12 cpu cycles later)
     LD A,H ; Move second value -> Acc.
     SUB L ; Subtract first value
     CP 6 ; Compare to 6 counts.
     RET ; 4Mhz = 6 counts (No carry)
           ; 8Mhz = 3 counts (carry).
```

Note: I haven’t been able to make this work reliability with Terry Hazen’s (n/Systems) 1 Mbyte memory disk.
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Hardware Heaven

Dallas Smartwatch and Data Books

By Paul Chidley

What's Going On Here?

The last few years have seen many changes in Europe and the former USSR. On a personal note, it has seen me switch jobs, move west, and give up on Ohio Scientific 6502 for the land of Z-80, Z-systems, and other z-things. It has also led me to build the Yasbec and in the process meet many new friends. One glaring fact has come to my attention from talking to Yasbec builders and other such z-people. Even in the CP/M world there just aren't many hardware hackers left out there. (TCC folks excluded, of course!)

Yes, I know, there are lots of engineers that have degrees up to their ya hoo, but have they ever seen a soldering iron? (ya hoo: a term shouted as loud as possible at hockey games when the Calgary Flames score.) The average tech today can solder fine but if the part isn't available from Radio Shack he's lost as to where to look for it. Or how about the average PC user that doesn't want to know what's under the hood.

If you disagree then prove me wrong, write an article for TCC to tell the world (or our small part of it) what you are doing. You don't have to be an exceptional writer. This article proves that. You just have to write something resembling English about almost anything and send it it! The worst that can happen is that Chris prints it! [That's hardly the worst thing to happen. The worst is that no one will know all the things we all do and conclude that only plug-and-play users remain if you don't share your work.—Ed.]

So against my better judgment I am going to attempt to write a hardware hacker's column. You know; the chip-of-the-month club, what's new in old surplus junk, where to buy a Z8018012VSC, how to avoid the $200 minimum order, how to get samples and data books, etc.

There is nothing more frustrating than seeing a plea for help on the old BBS from a guy living in Cupertino or Mountain View (the valley) that just can't find anywhere to buy parts. They should repossess his coach! My old job sent me down there at least once a year and like most places it is a gold mine of parts. You just have to know where to look. I am seriously considering a family vacation driving to Disneyland just so I can go via "the valley" for a shopping trip. I'm sure my wife would understand. Would the bank?

Enough ramblin' so let's move on to the meat.

The DS1216E

I suggested that a Dallas Semiconductor DS1216E be installed under the EPROM in the Yasbec to provide a battery backed up real time clock. The number of questions about this one part amazed me. The DS1216 is a neat part, or more accurately module. Basically it is a socket. You simply remove the monitor ROM from your system and plug in the DS1216 in its place and place your ROM into the DS1216.

The Smartwatch is accessed by executing a very specific pattern on the address lines. When you complete the right combination, the DS1216 disables the ROM plugged into it and instead makes itself available on the data bus. No cuts or jumpers to your circuit; just plug it in. If you see an IBM type ad for a "Smartwatch" or "SmartClock," chances are it is a DS1216E. As far as I know there is only one similar product on the market. But don't buy a DS1216E from an ad for clones. They usually come with software to use it on an IBM at twice the price of the chip alone.

How can you tell if it is a DS1216E? The IC in the middle of the socket will have DS1216 printed on it. But where's the "E?" Look again, the socket comes in various colours (B-F) and the magic letter is etched in the copper of the circuit board at the end of the IC. It is usually about twice the height of the IC. Its so big that no one can see it.

Programs to talk to the SmartWatch can be found on most CP/M boards, GEnie, Z-Nodes, CRS, etcetera.

I won't go into the details of how this chip works. That's what data sheets are for. You have a Dallas Semiconductor Data book right? Why not?

Data Books

Engineers would be lost without them. Some are even lost with them. But how do you get up-to-date data books?

Some distributors will sell data books. They are reasonably priced in the US since shipping is usually the only expense to the distributor. Canada customs however can not understand that companies give these books away. They decide how much they might be worth and charge tax and duty accordingly. Buying them from the Canadian distributor is the easy way, but you will them often over priced and out of date. The newer ones being saved for the "big" customers.

Do you want one for free? Phone and ask for one. Real tough, eh? Get the number for the company's main office and ask for the literature department, marketing, or admit you want a
data book and see where you get transferred.

Rule Number One: Never tell anyone you are a student or hobbyist, especially if you are. Big companies are often very short sighted. To them a student is a person in school, someone that will never actually have a job and place a big order with them. Even if you are going for your PhD in electronics you are still a "student." A "hobbyist" is even worse, this is someone that builds Heathkits, reads Popular Electronics and has a pocket protector for every day of the week! Big companies don’t realize that many "hobbyists" do this for a living. Even if your day job involves superconductors at MIT, at night you are only a "hobbyist."

So what are you? Well, if you tink in hardware then you are a "hardware systems designer." If software is your game then how about a "software consultant" or "embedded controller programmer" or even a "C mercenary!" (Don’t mention Forth. They won’t know what it is!) Now I’m not saying you should lie. If you do, their next question could need a bigger one for an answer. Tell the truth but tell them what they want to hear. When they ask for the company name you can give your day job address as long as it is something suitable like "WKTV Idaho," or "Ingenious Devices Incorporated," and not "Cockrane Cattle Feed and Farm Supplies." Or use your home address and say you are a consultant, free-lancer, or that you are currently between assignments, i.e. an unemployed engineer. What ever is most suitable.

There are also manufacturer representatives. I’m not exactly sure, in this age of telecommunications, where a manufacturer rep fits in. I have asked several and they are not sure either. If you have no luck with the manufacturer you can always try the rep. These are listed in the data book—the one you don’t have. So you’re back to calling head office again anyway.

What data books do you want? Check the ads in trade magazines. Trade magazines? I think that better be next issue’s topic. I recently answered an ad from IDT to get a data sheet on their new fact logic parts. I left my name and such on their answering machine along with what I was looking for. A week later it arrived in the mail. The next day a box arrived, a big box, with their complete set of 1992 data books. Trade magazines are a gold mine for finding what is available on the market.

Now that you have some idea how to get a data book make sure you get one from Dallas Semiconductor. If you are a true technomaniac you will get many hours of enjoyment discovering some of their truly unique products. You will be pleased to learn that they provide a parts hot line. You can order any Dallas Semiconductor product for quick shipment by using a Visa, MasterCard or American Express. Call and ask for their Overnight Delivery Service at 800-336-6933. If you are calling from outside North America, dial 214-450-5351. Or you can fax your order to them at 214-450-0470. Every electronics company should sell parts this way. Many companies have a lot to learn about marketing from these fellows.

Next time

Anyway enough is enough. If you liked this article let our editor know and I’ll write some more. If you hated it let him know and I’m off the hook. If you caught any spelling or grammatical errors, tough. I am a techie, failed English. I’m only a technologist but I have heard that good engineers are lousy spellers so I must be doing OK! See you all in Trenton (I hope).●

Addresses of firms mentioned:

Dallas Semiconductor
4401 South Beltwood Parkway
Dallas, Texas 75244-3292
(214) 450-0400

Editor, from page 2

suspend tasks and do several functions similar to SideKick, though it predated the MS-DOS utility. From there, he wrote BackGrounder ii, a full task swapper. Jay Sage describes BGii as “the most spectacular piece of CP/M programming that has ever been written. Just incredible.”

DOSDisk is another of Bridge’s products. It maps MSDOS file structure into CP/M and is the only disk emulator to handle directory trees.

Trenton 1992

For the last seventeen years, spring has marked the gathering of the micro computing faithful to a college campus mid-way between Princeton and Philadelphia. Some 15,000 attend. Most come from a region spanning Boston to Washington DC, and west to Ohio and Tennessee, though occasional “Left Coasters” wander in.

This event, known as the Trenton Computer Festival, has become the annual event for CP/M aficionados. This breed does not limit its reach to the northeastern United States. Alberta, Washington State, California—the entire continent of North America seems to send 8-bitters to Trenton!

Spring returns. Again you can see birds return to their nests and CP/Mers return to their roots. Almost sounds like the practice of a strange cult, eh? Make no mistake about it, Trenton, the event, is nearly here.

Ah, what an event! A legendary fleamarket where anything that was ever put in a computer case can be bought for a song. One TCJ reader needed a flatbed truck to carry the VAX 730 just purchased to fit in the spare bedroom. (True story, except it didn’t fit. The fellow had to haul it to the basement with a crew of five guys and a small crane). Imsai’s are frequently sighted.

Ah, what an event! Hundreds upon hundreds of commercial booths. If there is a company that sells it, you’ll find it at Trenton.

Ah, what an event! There are seven programs of special interest groups running concurrently! You would have to bring Uncle Harry and the kids to cover all the meetings! The CP/Mers hold their yearly Gathering of the Faithful all day Saturday and not a minute is wasted.

See Editor, page 36
What Zilog Never Told You About The Super8

Brad and Doug’s Excellent Adventure

By Brad Rodriguez, T-Recursive Technology, Toronto, Ontario
and Doug Fleenor, Doug Fleenor Design, Arroyo Grande, California

Reset

The Super8 is very finicky about its reset signal. A Zilog memo says “If the Super8 reset pulse is shorter than specification, or if Vcc is not stable throughout the reset sequence, the Super8 may latch up, requiring power down.”

Zilog says this has been fixed in the rev A part, but we’ve had problems with it, too. Although rev A is much improved.

In general, we’ve had bad luck with RC reset circuits. We use a MAX690 or equivalent “microprocessor supervisory circuit” to generate our RESET signal.

Initialization

The Super8 is rather particular about the sequence of initializing its control registers, and some of the Zilog-supplied demo files are actually incorrect. Particular notes:

• It seems necessary to initialize the PM register before the P0M register.
• It also seems necessary to allow a short time delay — 3 NOPs — after changing PM or P0M.
• When using P05-P07 as address bits (ROMless parts only): since Port 0 is enabled as all outputs BEFORE it is enabled as an address bus, you must write the high byte of the program counter to Port 0 before setting PM or P0M. (Usually this high byte is 00 hex, depending on where your initialization code is located.)

Our recommended initialization sequence:

```
1d p0,#'MB($) ; output high addr byte to P0
1d pm,#20h ; P1 addr/dtas, P0 output, push-pull
nop	nop
nop
id p0m,#0ffh ; enable 16 bit address output
nop	nop	nop
```

Clock

We’ve had bad luck deriving a clean 20 MHz external clock from the on-chip oscillator. When we need the 20 MHz clock elsewhere in the system, we use a TTL oscillator tied to XTAL1.

High Address Bits

A word of warning about EPROM emulators: many Super8 designs use weak (~100K ohm) pullups on A13-A15, to make these address bits zero until the initialization code takes effect. Many EPROM emulators have pullup resistors on these lines! It may be necessary to remove the pullups from your EEPROM emulator in order for it to work in your Super8 circuit.

WAIT (on P34)

Zilog issued a memo about WAIT\ timing. It says:

• WAIT\ must be asserted low within 90 nsec of AS\ going high.
• WAIT\ must have a rise time of 20 nsec maximum.
• The fall time of WAIT\ is not critical, as long as it meets the 90 nsec requirement.
• WAIT\ going high must be stable within 20 nsec of XTAL1 going high.

To be safe, WAIT\ should be synchronized with a flip-flop clocked by the falling edge of XTAL1. This will also give the required rise time.

DM\ (on P35)

You must enable P35 as an output bit (in P2CM), for DM\ to work.

Counter/Timers

You should stop a counter/timer before reloading it. Failure to do so can cause invalid data to be loaded occasionally. Zilog says this is fixed on the rev A parts; we haven’t tested.

Zilog doesn’t say much about the counter/timer output pin. We’ve found by experimentation (rev 0 parts):

• When the counter is disabled, the counter output pin (if used) is set to zero.
• When running continuously, the output toggles at end of count.
• When the Bi-value mode is initialized, the output is zero. So, the Time Constant register holds the length of the low output, and the Capture register holds the length of the high output.
• When running in single cycle mode, we observe a high pulse of about 100 nsec duration at end of count. Our supposition is that the end of count toggles the bit high, immediately followed by a “counter disable” which forces the bit back low.

UART

The wake-up function doesn’t work as advertised on rev 0 parts. (rev A is OK.) We will have more details forthcoming.

Using CLR UIO to send a null character, also clears the receive character available flag. Use LD UIO,#0 instead.
Interrupts
DI (global interrupt disable) does not disable fast interrupts! The Super8 Tech Manual says: "when fast interrupt processing is used, the IMR bit for the selected level must also be set." In fact, fast interrupts seem to ignore IMR.

DMA
The DMA address register is physical register pair %C0-%C1, not working register RR0. This is unclear in the Zilog Tech Manual. Relocating the working registers away from %C0 allows RR0 to be used without disturbing the DMA address.

When doing DMA INPUT through port 4, handshake channel 0, strobed mode, we have found this setup sequence necessary:

- set up DMA address to the desired address, and DMA count to the desired count - 1.
- enable handshake channel 0.
- read and discard port 4.
- Then enable DMA.

The "read and discard" operation seems to be necessary only when switching port 4 from output to input. Our supposition is that data strobed out on port 4 is also latched as a valid input byte, which must then be discarded.

When doing DMA OUTPUT through port 4, handshake channel 0, strobed mode, we have found this setup sequence necessary:

- set up DMA address to the desired address + 1, and DMA count to the desired count - 2.
- enable handshake channel 0.
- write the first byte of data manually to port 4.
- Then enable DMA.

In particular, enabling the DMA before writing to port 4 seems to give incorrect results. (The Zilog manual says you have to write the first byte manually, but implies that you should enable DMA first.)

Assembler and Linker
When assembling indexed-addressing LDE and LDC instructions, when the offset is between 128 and 255 decimal, the assembler incorrectly uses the short offset form. (The Super8 uses one-byte signed short offsets.) You can force the correct long-offset form by applying the ^WORD operator to the offset. Example:

LDE R6,192(R8) should be written LDE R6, ^WORD(192)(R8)

Note: "WORD also works with symbolic labels.

The assembler requires the forms "3FH" or "3FX" or "%3F" for hex numbers (using 3F as an example). However, "3F" is not reported as an error, and does not assemble the correct value. Be wary of hex numbers without a base indicator!

Do not use relocatable symbolic labels with the SRP instructions (e.g., SRP0 #WKREGS where WKREGS is defined in a relocatable SECTION). The linker cannot relocate these, and you get SRP #0.

The linker's rules for combining like-named SECTIONS are not clear, and in some cases we believe the manual is incorrect. We use named sections to group related code, e.g., we will declare a PROM section and a RAM section, and switch back and forth in the assembly source file. We have found that the first appearance of the name should specify the attributes, including the "C" (concatenate) option. All subsequent appearances should have only the "C" attribute. Example:

 SECTION PROM, A, X, C
 ... 
 ... 

Omitting the "C" attribute will cause the linker to attempt to put all of the like-named sections at the same address!

Debugger
Be advised that the debugger uses RAM from F000 to FFFF, and many registers. It also traps the UART receive interrupt.

We have found that the debugger really can't access physical registers C0 to CF. When debugging, you should locate your working registers somewhere else. We usually use SRP #0.

Despite what the manual says, the debugger does not access external memory when the X option is used. This is a bug in the code. The debugger also does not enable the DMA output, even when the X option is used.

Bank 0 must be active ("SB0") when a breakpoint is encountered. Bank 1 will cause a crash.

The breakpoint resets the stack pointer to a private stack, so you can't determine where your stack pointer was when the breakpoint was encountered. (The stack pointer is correctly restored when execution is continued, so it must be saved somewhere.)

Editor, from page 34

Ah, what an event! A banquet on Saturday night. This year the 8-bitters are planning their own, complete with evening working sessions at the hotel.

Ah, what an event! If you're an 8-bitter, you need to be there. Mark it on your calendar: April 11 and 12 at the Mercer County Community College, Mercer NJ. Call Lee Bradley at (203) 666-3139 or log on his Z-Node at (203) 665-1100.

Ah, what an event!

Administrata
A little bit of business news for those who may have an interest. TCJ completed its ninth year of publication, and its first under the current publisher, with circulation up 27%. We published 328 pages in 1991, against 236 in 1990. By moving advertising to the covers, we increased editorial content over 50%. While success at TCJ is not measured in the traditional business sense but in the involvement of its readers, we completed the year in a stronger position. This bodes well for the future of grassroots computer publishing, particularly as it was accomplished during a deep recession.

Measuring our success by the involvement of the readers, we had an even better year! Our "Reader-to-Reader" column has
An Arbitrary Waveform Generator

Using the Harris RTX2001A

By Jan Hofland

[We conclude this three part series on the building of a waveform generator for structural testing with the full source code. Please refer to issues 52 and 53 for hardware, schematics and forth extensions.—Ed.]

Operating Source Code

```
# XX
4300 DUP H ! E-FENCE !
677E H-TOP !
6800 DUP R ! E-FENCE !
877E R-TOP !

The following definition is based on the definition of UC and is here because it’s faster than the signed version of >

: U> ( u1 u2 - fig ) returns TRUE if unsigned u1 is
  greater than unsigned u2, else
  0 0 -c;
  return FALSE

: UMAX ( u1 u2 - u )
  unsigned version of MAX
  2DUP UC
  IF
  if u1 < u2 keep u2
  ELSE DROP
  OTHERWISE keep u1
  THEN ;

: UMIN ( u1 u2 - u )
  unsigned version of MIN
  2DUP UC IF DROP ELSE NOP THEN ;

Some low level operations for the external devices added to
the ASIC bus

: DAC! ( n - )
  write 16 bit value to the DAC
  18 GI ;
  MACRO

: fifo? ( - n )
  fetch a value from the input fifo
  19 GI ;
  MACRO

: filtCnt! ( n - )
  store an 8 bit value to the
  filter clock load register.
  Actual value can be 16 bits.
  Only the lower 8 bits are used.
  1E GI ;

: cntrlEnabl ( - )
  enable the filter clock counter.
  This is a form of a pseudo-
  register. The data written
  doesn’t matter.
  0 1C GI ;

: cntrlDisabl ( - )
  disable the filter clock counter
  0 1D GI ;

: togFPC ( - )
  toggle the filter clock output.
  A pseudo register. Used when the
  filter clock is under software
  control.
  0 1F GI ;
```

```
: fifo? ( - fig )
  return zero if fifo is not
  1B G= 1 AND ; MACRO
  empty, non-zero if it is empty

: fifoFull? ( - fig )
  return zero if the fifo is not
  1B G= 2 AND ; MACRO
  full, non-zero if it is full

This code sets the interrupt routine for the non-maskable
interrupt. A pushbutton switch is connected to NMI to abort
the current process

: pbStop ( - )
  NMI Interrupt service routine
  TRUE "Aborted" Stopped ";

Install the routine

The following GORE> and DORE> definitions courtesy Jack Wehr

: _DOES R> U2/ USE ;

: GORE> COMPILE _DOES 3001 , COMPILE # 1 -OPT ; IMMEDIATE

: DORE> COMPILE _DOES 3001 ,
  1 -OPT ; IMMEDIATE

: table ( - )
  CREATE DORE> SWAP CELLS + 8 ; define a table
  in code space
  ( n1 - n2 runtime ) returns value of nth entry at
  runtime table size build a 800
  point sine wave

  table : amplitude 28284 peak

  0000 , 00BD , 01BC , 029A , 0378 , 0456 , 0534 , 0612 ,
  06EF , 07CD , 08AB , 0980 , 0A65 , 0B42 , 0C1F , 0DCF ,
  0D08 , 0DE5 , 0F91 , 104D , 1148 , 1233 , 129F , 136D ,
  14BD , 15AD , 1667 , 1740 , 1819 , 18F2 , 19CA , 1AA2 ,
  1B79 , 1C50 , 1D27 , 1ED2 , 1FAB , 207C , 2150 ,
  2224 , 22F7 , 2399 , 249B , 258C , 263D , 270D , 27DD ,
  28AC , 297A , 2A47 , 2B14 , 2B80 , 2C4C , 2D77 , 2E41 ,
  2F0A , 2FD3 , 309B , 3162 , 3228 , 32E2 , 33B2 , 3476 ,
  3539 , 359F , 3663 , 377E , 383D , 3B8C , 3D9A , 3A77 ,
  3B33 , 3BEE , 3CA8 , 3D61 , 3E19 , 3ED1 , 3F87 , 403C ,
  40F6 , 414A , 4256 , 4307 , 4387 , 4466 , 4514 , 45C1 ,
  466C , 4717 , 47C0 , 4869 , 4910 , 4984 , 4A5B , 4AF6 ,
  4B41 , 4C43 , 4CE3 , 4D52 , 4E1F , 4EEC , 4F57 , 4FP1 ,
  50B8 , 5121 , 5187 , 524C , 52E0 , 5372 , 5403 , 5492 ,
  5521 , 55AF , 5639 , 56C3 , 574C , 57BD , 585A , 58D8 ,
  5962 , 59E4 , 5A44 , 5AE3 , 5B61 , 5B80 , 5C57 , 5CD1 ,
  5D48 , 5D8F , 5E34 , 5E87 , 5F19 , 5FP8 , 5PP8 , 6065 ,
  60D1 , 6138 , 61A4 , 6208 , 6271 , 62D5 , 6337 , 6398 ,
  63F8 , 6455 , 64B2 , 650C , 6565 , 658D , 6612 , 6667 ,
  66B9 , 670A , 675A , 67A7 , 67F3 , 683E , 6867 , 68CE ,
  6913 , 6957 , 6999 , 69DA , 6A18 , 6A56 , 6A91 , 6ACB ,
```

Jan Hofland is employed with Hewlett Packard as a hardware design engineer, working primarily on 68K based systems. His personal interests include woodwork-
ing, and playing with electronics for over 20 years. His current favorite system is
the F6811C11 from New Micros. Jan can be contacted at 2419 123rd Ave. SE,
Everett WA 98205 or by telephone (206) 334-0738 during the evenings.

As the Internal Revenue Service sees it,
the United States is a land of
untold wealth....
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VAR_PHASE phasen waveform range 0.759
VAR_PHASEInc phase increment between points
VAR_PHASEdelPhase intermediate value between phase
points used only for high
accuracy sine mode
VAR_PHASEdelPhaseInc delPhase increment between points

DECIMAL
800 CONSTANT twoPi
200 CONSTANT pi/2

Using scratchpad register RH to hold the next data to load
into the DAC and scratchpad RX to hold a flag that
denotes whether the data in RH is new or has already been sent to
the DAC. The flag will be cleared when data is loaded into RH
and set when it's transferred to RX.

> RH (n --)
transfer n to RH & clear RX flag

> phaseAdj (n1 -- n2)
adjust phase if it exceeds 1
DUP twoPi
U< IF EXIT THEN twoPi -; this was the fastest
if...then

> newPt (n --)
put next sinewave point in
scratchpad and then update phase
fetch sine from table & store it
fetch phase increment and add
phaseAdj

> newRH (n --)
data output to DAC from
RH DAC1 RX-;
scratchpad RH and set RX flag

**Accurate Sine Mode**

Will interpolate between sine table points according to the
formula sin(x + cos(delta_x) * sin(delta_x) + cos(delta_x) * sin(delta_x))
for small angles cos(delta_x) about equals 1 and
sin(delta_x) is approximately delta_x, where x is in radians.
Thus, sin(x+delta_x) will be approximated by sin(x) +
delta_x * cos(x). Will scale the result in 50 mVsms increments
and subtract a constant offset.

**VARIABLE offset**
subtracted from scaled sine value

**VARIABLE scale**
a value between 1 & scaleTop
40 CONSTANT scaleTop
the sine table point correspond to
an output amplitude of 2
Vrms. 1/40th of this value
 corresponds to 50 mVsms

> newPhase (n --)
calculate new phase and
delPhase from phaseInc and
delPhaseInc

delPhase Inc delPhaseInc Inc + the part between table
twoPi /360 points does it bump up into next
SWAP delPhase 1
new phase point the new delvalue

> phaseAdj
adjust if it goes over one cycle

> div512 (n1 -- n2)
divide top of stack by 512
DUP 0C IF
want to avoid division of small
numbers

NEGATE 2/ 2/ 2/ 2/ 2/ 2/ 2/ 2/ 2/ NEGATE returning -1
ELSE 2/ 2/ 2/ 2/ 2/ 2/ 2/ 2/ 2/ THEN;

> cosAdj (n --)
return the cosine correction for
the current value of phase and
delPhase

> phase pi/2 +
phaseAdj
keep it within one cycle

> sine

> cosine

delPhaseInc 995 */
512 times delta_x
div512 ;

: accuPt ( - n )
  " divide by 512"
  return sine of current phase
  scaled by scale/scaleTop and
  subtract offset.
  phase & sine
  current sine
  coaAdj +
  cosine correction
  scale & scaleTop */
  apply scale factor
  offset # - ;
  and subtract offset.

: newAccuPt ( - )
  load sine point into the DAC
  accuPt >RH
  scratchpad and then
  newPhase ;
  update phase

\[ \text{Hex} \]

: initTimers ( - )
  set all three timers for
  INB0 CFCC AND INBO:
  internal clock
  TIMER0 MASK
  and mask off all three
  TIMER1 MASK
  interrupts

Set up timer 0 and timer 1 interrupt vectors

: intSetup ( - )
  move copy of service routines
  into interrupt vector space
  ['] newPt
  DAC load interrupt
  7 : INTERRUPT
  level 7 interrupt
  ['] toglPt
  filter clock toggle interrupt
  8 : INTERRUPT ;
  level 8 interrupt

Set Filter Cutoff Point

The lowpass filter cutoff is controlled by a clock that is 100 times the selected lowpass frequency. For wide bandwidths, it is controlled by a programmable hardware down counter connected to the ASIC bus. Whenever the counter reaches terminal count, the filter clock is toggled. For lower bandwidths, the toggle rate is controlled by interrupts from timer 1. The crossover is for a period of 256 counts, corresponding to a cutoff frequency of about 160 Hz. For wide bandwidths, the cutoff is quantized to some rather wide values, in that the toggle period must be an integer.

\[ \text{Decimal} \]

40000 CONSTANT maxBW
1 CONSTANT minBW
VARIABLE cutoff

: setCutoff ( n )
  set filter cutoff to about n Hz
  maxBW UMIN minBW UMAX check limits
  DUP cutoff 1
  store a copy of the limited value
  maxBW 0 ROT UM/MMOD NIP 1- calculate toggle period
  DUP 256
  if the interval is less than
  U< IF
  256, use the hardware counter
  store period in counter load
  reg.
  TIMER1 MASK
cntEnabl
  mask off timer 1 interrupts
  and enable the hardware counter
  otherwise, use timer 2 for
  other period in timer 1
  TCL
  cntDisabl
  disable the hardware counter
  TIMER1 UNMASK
  and unmask the timer 1 interrupt
  THEN ;

Set Timebase and Phase Increment for SineWave Generation

The relationship between phase increment, timer 0 interval (the timebase) and the desired frequency is:

\[
\text{phase increment} = \left(\frac{N \text{ points per cycle}}{\text{timer 0 period}} \right) \times \text{frequency} / \text{timer 0 clock frequency}
\]

Set up a table of minimum timebase intervals for each of the five operating modes

\[
\begin{align*}
\text{table minVal} & = \begin{cases} 79 & , \text{mode 0 fast sine 100 KHz sample rate} \\ 431 & , \text{mode 1 accurate sine 18.5 KHz sample rate} \\ \end{cases} \\
\end{align*}
\]

The minimum timebase intervals have been extended to accommodate software simulation of the hardware command queue

\[
\begin{align*}
\text{variable mode} & = \text{what is the operating mode} \\
\text{variable sineFreq} & = \text{output frequency} \\
\text{variable tPeriod} & = \text{actual timer 0 preload value} \\
\text{table maxFreq 40000, 7200} & = \text{upper limit for output frequency} \\
\text{mode \# minVal tPeriod \#} & = \text{initialize interval} \\
\end{align*}
\]

: calcInt ( phaseInc delPhaseInc \- )
  calculate timebase
  interval from phase increment
  and sinewave frequency

\[
\begin{align*}
25 & 2 \%/ S=D \text{fractional phase increment} \\
\text{ROT 10000 UM+ D+} & = \text{integer phase increment} \\
\text{sinFreq \# UM/MMOD} & = \text{divide by sine frequency} \\
\text{SNAP 2 \% sinFreq \# / \% - round result and subtract 1} \\
\text{mode \# minVal UMAX} & = \text{make sure it's at least minimum} \\
\text{tPeriod 1 ;} & = \text{store result} \\
\end{align*}
\]

: calcPhaseInc ( freq \- )
  calculate phase increment from
  frequency

\[
\begin{align*}
tPeriod \# 1 \times UMAX & = \text{multiply by timebase period} \\
\text{10000 UM/MMOD} & = \text{divide by timebase clock ratio} \\
\text{SNAP 2 25 \%/} & = \text{fractional phase adjust range to} \\
\text{0.5 \%} & = \text{mode 0?} \\
\text{IF} & = \text{increment phase} \\
400 & + \text{Incif fractional part > 1/2} \\
1 \text{MAX} & = \text{must be at least 1} \\
0 \text{mode 0 delPhaseInc} & = \text{set phase increment} \\
\text{THEN} & = \text{store fractional phase increment} \\
\text{2DUP delPhaseInc 1} & = \text{and the integer part} \\
\text{calcInt ;} & = \text{recalculate the} \\
\text{timebase interval to account for} & = \text{having set the phase} \\
\text{having set the phase} & = \text{increment to a non-zero value} \\
\text{increment} & = \text{values stored in interval.}
\end{align*}
\]

Calculate the actual frequency given the timebase interval and the phase increment. Presumes that a valid value has been stored in interval.

: calcFreq ( \- )
  calculate actual frequency from
  phase increment & timebase interval

\[
\begin{align*}
\text{phaseInc \# 10000 UM*} & = \text{delPhaseInc \# 25 2 \%/ S=D D+} \\
\text{tPeriod \# 1 \times UM/MMOD} & = \text{sinFreq \# DROOP ;} \\
\end{align*}
\]

: setFreq ( freq \- )
  set up sine freq, sample rate
  mode \# minVal tPeriod \# first set minimum sample rate
  mode \# maxFreq UMIN
  mode \# frequency is mode dependent
  DUP sineFreq 1
  store the value
  calcPhaseInc
  tPeriod \# T2C01
  store interval in timer 0 load
  register
  calcFreq ;
  calculate actual frequency from
  interval and phase increment

\[
\begin{align*}
\text{setPeriod ( period \- )} & = \text{set sample rate} \\
\text{mode \# minVal UMAX} & = \text{check against mode dependent min} \\
\text{mode \#} & = \text{if mode 0 or mode 1 (sine output), then need to adjust} \\
\text{IF} & = \text{phase increment} \\
3200000. & = \text{find maximum interval based on} \\
2-1/2 points per cycle
\end{align*}
\]
### Data Buffer Setup

Going to use two circular data queues for arbitrary data input and output. The queues can be of any length up to a maximum of 2K words. They can be used in a circular fashion, repeating the data sequence, or they can be used in a first-in first-out manner with non-repeating data. They can also be used in a ping pong fashion where data is flushed first from one and then the other.

Set up to build queue structures in code space and in data memory space. The underlying routines can be common to both. The differences have to do with allocation of memory. The structure consists of a cell containing the number of values, a tail pointer where new items are inserted, a head pointer where items are removed from the queue, and an end pointer keeping track of the last cell in the storage area.

### Decimal

```plaintext
: clearQ ( addr - )
    given the start address of a queue structure clear the #values variable and initialize the head and tail pointers.
    initialize #values
    addr 0 OVER +
    DUP !+ DUP ROT 2+ +12 1 ;
    initialize the tailPtr & headPtr

: buildCQ ( n <name> - )
    build a queue in code memory space of n cells
    create the dictionary head
    create the dictionary tail
    create additional data storage space
    initialize #values, headPtr, tailPtr
    R8 + 2-> R6 + 1 ;
    set endPtr

: buildDQ ( n <name> - )
    build an n cell queue in data memory space
    create start address
    create the dictionary head
    create dictionary tail
    allocate data storage space
    initialize #values, headPtr, tailPtr
    R8 + R6 + 1 ;
    set endPtr

: >Que ( n addr - fflg )
    put n into the queue & return a FALSE flag if it isn't full.
    Otherwise return the value
    ( n addr - n addr fflg ) & address & TRUE flag.
    DUP # CELLS OVER 6 + DUP # SWAP-< IF >Que FALSE
    ELSE TRUE
    THEN ;

: Que> ( addr - n fflg )
    fetch a value from the queue &
    return a TRUE flag if the queue isn't empty. Otherwise,
    return FALSE flag.
    ( addr - n fflg ) & get #values
    DUP #
    IF Cmtr> TRUE
    ELSE DROP FALSE
    THEN ;

: peekQ ( <name> - n )
    return value at head of queue
    without removing it
    fetch the value pointed to by headPtr
    4 + 0 # ;

: #Que ( <name> - n )
    return number of values in the queue
    0 ; MACRO

: 2048 CONSTANT buMax
    buMax buildDQ DQ0
    buMax buildDQ DQ1

### Circular Buffer Mode

Control start and stop with timer 0 interrupt enable/disable.

VARIABLE readPtr
    address of current buffer being read from
VARIABLE writePtr
    address of current buffer being written to

: circBuf ( - )
    fetch value from current circular buffer and put it in
    the DAC scratchpad
    readPtr #
    Cmtr< >RH ;

: stop ( - )
    stop the output by turning off
    TIMER0 MASK ; MACRO
    the time base

: stop? ( - fflg )
    test for timer 0 interrupt
    TIMERO MASKED? ; MACRO disabled

### Ping Pong Buffer Operation

Read the current queue until it is empty. Then switch the queue pointer to the other queue and continue. Start/stop with timer 0 interrupt enable/disable.

: pingPong ( - )
    fetch a value from the current buffer. If the read empties the buffer, then swap read buffer pointers
    readPtr # DUP
    Que>
    IF >RH
    THEN
    get buffer pointer
    fetch value and flag
    if true then put new value in
    scratchpad
    #Que
    get #values left in queue
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<table>
<thead>
<tr>
<th>Section</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>0- IF readPtr # DQ0 = IF DQ1 ELSE DQ0 THEN readPtr 1 THEN ELSE stop THEN ; setBufSize ( addr n - ) set size of circular buffer at the given address to n words, range 1 to bufMax actually done by setting endPtr bufMax MIN 1 MAX 3 + CELLS offset from start of the buffer first check limits to end and store in endPtr SWAP 6 + 1 ; Output Buffer Once and Stop When it is Empty onceOut ( - ) fetch a value from the current queue. If the queue is empty, suspend output. readPtr &amp; Que IF &gt; RH ELSE stop THEN ; guard set up to loop on circular buffer, buffer 1 2 mode 1 ['] circBuf goAddr 1 DQ0 readPtr 1 ; pingPong0 ( - ) set up to output from queue 0 until it's empty and then from queue 1 until empty 3 mode 1 ['] pingPong goAddr 1 DQ0 readPtr 1 ; pingPong1 ( - ) set up to output from queue 1 until it's empty and then from queue 0 until empty 3 mode 1 ['] pingPong goAddr 1 DQ1 readPtr 1 ; bufOut0 ( - ) set up to output from queue 0 until it is empty 4 mode 1 ['] onceOut goAddr 1 DQ0 readPtr 1 ; bufOut1 ( - ) set up to output from queue 1 until it is empty 4 mode 1 ['] onceOut goAddr 1 DQ1 readPtr 1 ; start ( - ) the start output command TIMER0 UNMASK BEGIN RX# IF goAddr EXECUTE THEN if set then output new data point stop? terminate if timer 0 stopped UNTL ; setAmpl ( - ) set amplitude scaling factor in millivolts range 0..2000. Will be quantized to a multiple of 50 millivolts RMS. Used only for accurate sine mode readFifo 0 MAX 2000 MIN 50 / scale 1 ;</td>
<td></td>
</tr>
<tr>
<td>- if fifoM7? NOT fifo&amp; ; and then fetch a value from it VARIABLE 'readFifo the execution address for reading input readFifo 'readFifo &amp; EXECUTE ; VARIABLE goAddr holds the execution address for the mode to fast sine mode HEX OFF CONSTANT cntMsk DECIMAL Block Size Mask The Individual Input Command Routines fastSine ( - ) operate in constant amplitude fast sine mode 0 mode 1 ['] nextPt goAddr 1 execution address for fast sine mode readFifo setFreq ; readFifo read frequency from input queue and set sine frequency</td>
<td></td>
</tr>
<tr>
<td>- accurSine ( - ) accurate sine mode 1 mode 1 ['] newAccu goAddr 1 execution address for accurate sine mode readFifo setFreq ; readFifo read frequency from input queue and set sine frequency</td>
<td></td>
</tr>
<tr>
<td>- bufLoop0 ( - ) set up to loop on circular buffer, buffer 0 2 mode 1 ['] circBuf goAddr 1 circular buffer execution address DQ0 readPtr 1 ;</td>
<td></td>
</tr>
<tr>
<td>- fastSine ( - ) operate in constant amplitude fast sine mode 0 mode 1 ['] nextPt goAddr 1 execution address for fast sine mode readFifo setFreq ; readFifo read frequency from input queue and set sine frequency</td>
<td></td>
</tr>
<tr>
<td>- accurSine ( - ) accurate sine mode 1 mode 1 ['] newAccu goAddr 1 execution address for accurate sine mode readFifo setFreq ; readFifo read frequency from input queue and set sine frequency</td>
<td></td>
</tr>
<tr>
<td>- bufLoop0 ( - ) set up to loop on circular buffer, buffer 0 2 mode 1 ['] circBuf goAddr 1 circular buffer execution address DQ0 readPtr 1 ;</td>
<td></td>
</tr>
<tr>
<td>- fastSine ( - ) operate in constant amplitude fast sine mode 0 mode 1 ['] nextPt goAddr 1 execution address for fast sine mode readFifo setFreq ; readFifo read frequency from input queue and set sine frequency</td>
<td></td>
</tr>
<tr>
<td>- accurSine ( - ) accurate sine mode 1 mode 1 ['] newAccu goAddr 1 execution address for accurate sine mode readFifo setFreq ; readFifo read frequency from input queue and set sine frequency</td>
<td></td>
</tr>
<tr>
<td>- bufLoop0 ( - ) set up to loop on circular buffer, buffer 0 2 mode 1 ['] circBuf goAddr 1 circular buffer execution address DQ0 readPtr 1 ;</td>
<td></td>
</tr>
</tbody>
</table>
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### Table of Execution Vectors for the Allowable Commands

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOP</td>
<td>No operation</td>
</tr>
<tr>
<td>fastTime</td>
<td>Fast time measurement</td>
</tr>
<tr>
<td>accTime</td>
<td>Accumulate time</td>
</tr>
<tr>
<td>setAmpl</td>
<td>Set amplifier gain</td>
</tr>
<tr>
<td>bufLoop0</td>
<td>Buffer loop 0</td>
</tr>
<tr>
<td>bufLoop1</td>
<td>Buffer loop 1</td>
</tr>
<tr>
<td>pingPong0</td>
<td>Ping pong loop 0</td>
</tr>
<tr>
<td>pingPong1</td>
<td>Ping pong loop 1</td>
</tr>
<tr>
<td>bufOut0</td>
<td>Buffer output 0</td>
</tr>
<tr>
<td>bufOut1</td>
<td>Buffer output 1</td>
</tr>
<tr>
<td>idBuf</td>
<td>Identifier buffer</td>
</tr>
<tr>
<td>setOffset</td>
<td>Set offset</td>
</tr>
<tr>
<td>setFilter</td>
<td>Set filter parameters</td>
</tr>
<tr>
<td>getPeriod</td>
<td>Get period</td>
</tr>
<tr>
<td>stop</td>
<td>Stop program execution</td>
</tr>
<tr>
<td>start</td>
<td>Start program execution</td>
</tr>
</tbody>
</table>

### HEX

<table>
<thead>
<tr>
<th>Hex Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF00</td>
<td>Constant for cmdMax</td>
</tr>
</tbody>
</table>

### Demonstration Code Source Listings

```plaintext
: docmd ( n - )
parse input word and perform the command
DUP cmdmax AND
IF check that upper 12 bits are zero
DROP Unrecognized command
ELSE parse and execute
THEN ;

: initialize
initialization routine
DISABLE disable interrupts
intTimers set timer clock sources to all internal
intSetup install timer 0 and timer 1 interrupt routines
initialize variables
0 phase 1 100 phaseInc 1 initialize the phase variables to some value
0 delPhase 0 delPhaseInc 1 default values
0 offset 40 scale initialize variables to some value
40000 cutoff 1 initialize lowpass filter cutoff
0 mode 1 initialize mode
1000 sinFreq 1 sinewave frequency to 1000 Hz
DQD readPifo 1 DQD writePifo 1 initialize buffer pointers
[']_readPifo 'readPifo : pointer to read FITO
EXECUTABLE
selectFPR all code page memory
ENABLE ; enable interrupts

: main ( - )
the main high level loop
initialize
BEGIN
readPifo get a command from input stream
docmd and execute it
AGAIN ;
an infinite loop

: fixCQ ( - )
used to adjust end pointer and cmdQ DUP #Que setBufls set tail pointer
cmdQ DUP 4 * @ SWAP 2+ 1 ;

demoCircCq ( - )
generate square wave 2V pk-pk
cmdQ clearQ
cmdQ cogMax setBufls 1 kHz using circular buffer mode
4 >eq buffer loop, buffer 0, command
13 >eq 799 >cq set period command, 100 microseconds
12 >eq 40000 >eq set filter cutoff to 40 kHz
10 >eq load buffer command
20 >cq buffer 0 20 values
1 FOR NEXT five points of +1V
4 FOR -1000 >eq NEXT five points of -1V
start command
fixCQ ; adjust endPtr and tailPtr

: demoFake20 ( - )
generate a 20 kHz sine wave, fast
cmdQ clearQ
cmdQ cogMax setBufls 1 >eq 20000 >cq fast sine command, 20 kHz
12 >eq 20000 >eq set filter cutoff to 20 kHz
15 >eq start command
fixCQ ; adjust endPtr and tailPtr

: demoFake1 ( - )
genenerate a 1 kHz sine wave, fast
cmdQ clearQ
cmdQ cogMax setBufls 1 >eq 1000 >eq fast sine command, 1 kHz
12 >eq 1000 >eq set filter cutoff to 1 kHz
15 >eq start command
fixCQ ; adjust endPtr and tailPtr

: demoFake1 ( - )
genenerate a 1 kHz sine, accurate
cmdQ clearQ
cmdQ cogMax setBufls 2 >eq 1000 >eq accurate sine mode, 1 kHz
3 >eq 1000 >eq set amplitude to 1000 mV
11 >eq 900 >eq set offset to 90.0 mV
12 >eq 1000 >eq set filter cutoff to 1 kHz
15 >eq start command
fixCQ ; adjust endPtr and tailPtr

: demoPp ( - )
set up ping pong command queue
cmdQ clearQ
cmdQ cogMax setBufls 6 >eq ping pong mode, buffer 0 start
13 >eq 399 >eq 50 microseconds sample period
12 >eq 40000 >eq set filter cutoff to 40 kHz
10 >eq 30 >eq load buffer 0 with 30 points
10 0 DO
I 40 * sine 2/ >cq half sine cycle
LOOP
9 FOR 0 >eq NEXT ten points of zero
10 0 DO
I 40 * sine 2/ >cq half sine cycle
LOOP
10 >eq 21 -32768 OR >eq load buffer 1 with 21 points
9 FOR 0 >eq NEXT ten points of zero
11 0 DO
I 80 * sine 2/ >cq one cycle of 4 kHz
LOOP
15 >eq start
fixCQ ; adjust endPtr and tailPtr
```

### Demonstration Code Source Listings

These are some sequences for demonstrating the operating modes.

#### DECIMAL

512 CONSTANT cogMax
cogMax buildCq cmdQ a queue for commands

: >eq ( n - ) cmdQ >que used for loading a value into the cmd queue
IF 2DROP the queue is full
." command queue full" OR
THEN ;
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been a resounding success. I am happy to report several outstanding articles in the wings, including X10 home control, work with the NZCOM virtual BIOS, and a discussion of CRC in FORTH and telecommunications protocols. A wirewrapped universal SCSI adapter will be an upcoming topic. A particularly bright note concerns a new column you will find in this issue: Paul Chidley brings us to Hardware Haven.

Our readers are our authors, our critics and our collective editors. I have never worked for a finer group of people!

We have two new services. One is specifically to make life easier for overseas subscribers: No longer must you have a bank draft in US funds cut to renew or purchase back issues. We now accept seven different charge cards! Use your Visa, MasterCard, Discover, Carte Blanche, Diner's Club, JCB and EuroCard instead.

US and Canadian readers can use the cards, of course, plus our new 24-hour tollfree telephone number. Call us at 800-424-8825. I'll have an answering machine on if we aren't available.

Take Some Credit

TCJ's growth is a joint effort. You, the readers and our authors have brought many of our new readers. Thank you! This is what a grassroots effort is all about—working together gives us a resource, in this case a magazine, that we couldn't have alone. I have recognized the value of word-of-mouth advertising since the beginning. That is why we have the "Sponsor a Friend" program. When a friend or colleague of yours enters a subscription as a result of your discussions, you should get something for it. I'll add a free issue to your subscription when the friend sends payment with the order and identifies you as the sponsor.

See Editor, page 44
Editor, from page 43

It bothers me to see new people coming in and I don’t know who sent them! How can I reward you?

Addresses, Back Issues and Such

Ever hear that if an infinite number of monkeys were given infinite time to pound on typewriters that they would eventually write a best selling novel? Monkeys are intelligent creatures. I hope one day to be their equal.

A handful of invoices are returned every month with address corrections. This bothers me; these folks aren’t getting their copies. Sure enough, the requests to remail “lost” copies soon follow. I want to help, friends, but this gets real expensive, right fast. So I gave it infinite effort and have a solution. It comes in two steps:

1) For last issue and this, I have put the notice ADDRESS CORRECTION REQUESTED on the mailing cover. For this, the post office “sells” me the new addresses. (Yes, we pay for this). This will get the stray addresses in line.

2) Once this is done, I will add FORWARDING POSTAGE GUARANTEED. The post office will forward the issue to you and ask you to pay. It will cost US subscribers about $1.75 a copy. If you refuse it, I will pay your $1.75 and then another $1.75 when the issue is returned, as well as the address correction.

This seems as far as I should go to ask for folks to send in address changes. Any replacements will then be treated as back issue sales. Does this sound reasonable?

Speaking of back issues: Ester warns me that we are just about sold out of several issues. I don’t have the list in front of me, but we have already dropped issues 8 and 19. They are no longer available. In time I hope to have the ability to reprint sold out issues, but don’t count of it any time soon.

Just thought I’d be fair and let you know.

Meanwhile, you will get a refund check if you order an issue that has sold out.

The Chicken Heart that Ate New York City

I remember one of Bill Cosby’s early comedy albums when he had a skit about listening to scary radio shows as a child and frightening himself silly. In one, there was The Chicken Heart that Ate New York City. I am here to report that I met that Chicken Heart and He Is Me. Though I am on the way back down, I put on an extra twenty-five pounds since we last communicated. How?

I quit smoking!

Yeah, big deal. Nothing to tell the world about, certainly not related to computers. But it’s a personal victory. I have chewed my way through the Mid-Atlantic states and eaten half of New England. New Hampshire no longer exists. I gained control of my appetite somewhere in southern Vermont. But I have been off cigarettes since November. And I feel great.

I’ll make a deal with you. I will give two free issues to any TCJ subscriber who quits smoking and goes six months without a cigarette. We’ll do this on the honor system. You tell me you did smoke and you don’t any longer. Tell me when you quit and how long you smoked. I’ll add the issues to your subscription. Guess we need an “expiration date” for this. If you quit now, six months would be the end of August. So, the offer expires the end of September, 1992.

Sound good?

And I will make another deal. The first TCJ reader who sees me smoking a cigarette will have a free lifetime subscription. No expiration on this deal!

Well, enough of this. It’s time. Enjoy yourself.

Reader, from page 2

seems to be sold by a number of Radio Shack Color Computer places, so you can find it there as well. The interface is quite simple and it should be possible to hook it to almost anything; I’m currently planning connections to one of my PDP-11s and an rTAX.

R.I., Logan UT

The device discussed in last issue was not the Emerald Microware unit. Ampro had sold a true SCSI daughter board, and George Warner tells me he still wirewraps them for friends. I am hoping George will tell us what he does.

By the way, information gives 503-641-8088 as the number to reach Emerald Microware. They are in Aloha, OR.—Ed.

I was happy to receive issue 52, especially the articles about the Yasbec and the CPU280. I’m working towards a “reinvention” of the CPU280 but with a SCSI interface instead of the floppy.

M.D.S., Holte Denmark

I understand that Tilmann Reh and Ulwe Herczeg are cooking up an IDE interface for the CPU280. For myself, I’d rather the SCSI.—Ed.

I have a suggestion concerning typesetting in TCJ. It is most important to have every article on contiguous pages. This is the main rule of making the articles readable and should have the absolutely highest priority. Every other rule has to be considered only after this main rule is already true.

The easiest way of grouping the articles would be to simply add one after another. This would sometimes cause articles to start in the middle of a page but that wouldn’t bother me.

If you have a rule saying that articles have to start at the top of a page, then you could achieve this without injuring the main rule: just put the rest of the previous article (which in this case will always be less than one page) on the bottom of the new page and the next article at the top.

T.R., Siegen Germany

I’ve taken some heat for continuing articles on other pages but accepted this as the cost of providing as much information in each issue as we have space for. This is, after all, the way most other magazines in the United States are laid out. Your suggestion seems to come from the other extreme: lay the journal out as if it were a letter. Friends from Europe tell me this is standard practice in Germany so I understand. The readers in this country would not be familiar with such a layout, however.

I will keep the articles together as much as possible but will put the tailends where we can make best use of the remaining pages. Meanwhile, I will use this and my own column to fill the small voids as much as I can to leave the features more intact.—Ed.

Is Wayne Masters still around? I noticed in the RCP/M lists that his Potpourri BBS isn’t listed and I am having a bit of a problem trying to get BYE on an Altos 8000 to work correctly with an AMT 2400 modem.

Good question. Anyone with an answer?—Ed.
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The Development of TDOS

By Guy Cousineau

COLECO introduced the Adam computer several years back. At the time, it was one of the great buys in the home computer arena and offered CP/M 2.2. Unfortunately, it came with digital tape drives instead of disks. A disk operating system such as CP/M was unfriendly at best. I had a look and asked myself, "What can I do with this?" I shelved it.

Months later, Tony Morehen, a long time friend, bought an Adam and became interested in CP/M. He worked on it from tape for a while. During this time, I was still working in BASIC. Once disk drives became available, Tony started working in improving the Adam implementation of CP/M. The BIOS was not flexible enough to handle all the devices that were, by then, becoming available. He wrote a patch to support a parallel printer and another for disks. Other patches fixed bugs in the allocation vector sizes for the expansion RAM disk. There were patches for 80 column screens; previously we used a 32 column television screen.

My interest in CP/M grew. I learned Z80 code by disassembling and fixing the Adam's BASIC. CP/M modern programs became available and we began acquiring software. One of the more useful was a Z80 assembler.

Tony decided we would rewrite the CCP resulting in a 2K CCP. Among other things, it included a sorted directory function, and built-in copy command supporting user areas.

After our success with the CCP, we turned to the BDOS. Tony looked at P2DOS, Super BDOS and others. He found merits in each but we felt we could do better. Raising ourselves on these systems, we developed a BDOS with time stamping and automatic disk logging. That first crack at the BDOS was relatively easy.

Now we were playing with power.

We turned to the big task: the BIOS. Working on a combination 32/80 column system, we rewrote the entire BIOS. We speed up the disk drivers and added support for four different formats. With the entire system in source code, we were finally able to get away from the Systen, SAVE, DDT, LOAD, GO sequence which made patch installations so tedious. We could append a SYSGEN function to the code which would install the entire system in one pass. By this time, we discovered the Video Display Processor was capable of a 40 column display. I started work on patching that support code in. Eventually, we dropped the 32 column mode entirely.

Development did not stop there. Tony wrote an installation program which would prompt for disk drive sizes, serial port settings, default colours, macro key configurations, I/O byte settings and the like prior to installing the system. The user does not need to install patches at all. When system configuration changed, they only needed to reinstall the system.

SUBMIT was another thorn in our side. It was slow! We worked on a new type of Submit which worked like MSDOS Batch files. Support for 32 user areas became a necessity when we developed support for hard disk drives. We added named directories as well. Finally, we made the installation program smarter by scanning the network and configuring the system based on the devices we found.

Incompatibilities arose: certain drive specifications, hard drive interfaces, clock chips and such gave trouble. Terminal installation also became a problem. Inexperienced users were having difficulty installing programs for all the different terminals available. We developed a standard header for all TDOS programs. Each user requires one terminal overlay which he can MLOAD to all our programs. We extended this approach to our generic CP/M work as well, which made it quite easy for the average person to install our programs.

TDOS was now available in several versions and comes with a complete set of utilities:

- Change file user area without copying
- Named directories
- Sort directories with directory name first to speed Change Directory command
- Prepare directory for date stamping
- Format disks with sysgen and clear directory options
- Set date (for systems without clocks)
- I/O Byte setting (replaces STAT)
- Logical disk size changes to temporarily read other logical formats
- Set search path
- Time/Date directory with command line date mask

These and other utilities, along with the TDOS system, replace all the utilities which came with CP/M 2.2 and help get the most productivity out of CP/M. Some of the latest TDOS development include ZCPR. A few people use it, but I find that with what we have in TDOS right now, we don't need to go to ZCPR unless we want to use some of its more advanced features. Our next project is to go to CP/M Plus emulation by introducing bank switching.

The nice thing about TDOS is that it is free. We would have done it just for ourselves anyway, why not share it.

Developing TDOS taught me a great deal about machine language programming. I have become an expert on writing fast and compact code. Now that I have the CP/M bug, I don’t know why I would ever want to change operating systems.

Guy Cousineau represents the present day CP/Mer. Not content to use a system written by others, he has joined with others to delve deeply into the inner workings of his computer to vastly expand its capabilities. He offers the fruits of his labors while gaining intimate knowledge of micro processors. Guy may be contacted at 1059 Hindley Street, Ottawa K2B 5L9, Canada.
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By Bill Kibler

Well another month has gone by, with revelations galore. For myself, I have finally sold one house that has been on the market for over a year. Hopefully I can get more work done now. I have also been checking out lots of software and even went to one course last month. I have played with DR DOS 6.0 and have something to say about version control software (the course I attended).

What Works

I tried to load DR DOS and found some problems. Our company has been checking out other network systems. For those who didn’t see the trade journals, Novell Netware bought Digital Research Inc. which gave them the rights to DR DOS. You may remember DRI as the creators of CP/M. From reading a few of the “help me” files, I can see what the purchase of DRI really means to Novell. With DR DOS, Novell no longer has to deal with all the bugs and uppity dealings of Microsoft.

All this comes about from the many companies having trouble with Microsoft and their shifting between OS2 and MSDOS. What also helped this along was Novell needing a stable DOS environment as well as access to the source code. DR DOS version 6.0 came with Novell’s new NEWLITE program. NEWLITE is supposed to be able to provide a server-less LAN network. We have just started testing the product at work so more later.

DR DOS 6.0 has all the MSDOS features plus some. After all, CP/M was the basis for MSDOS and most of the early system calls were the same. I tried their SID, which replaces DEBUG, and would much rather use it any day. It even has a built in list of options. I always hate using DEBUG because I will forget some syntax andpoint be to a book to complete my work. However their DOSBOOK program (a system help manual) has an annoying problem. Hitting the ESC key will put you at the main menu and not back at the sub menu you just came from. With several hundred topics to view, jumping back to main is most troublesome.

Looking at some of their utilities you can see how they will be able to provide many new features because they have control of the DOS source code. One of those features is a multi-tasking like utility that I didn’t get to try, yet! a

This makes me feel that any company doing LAN based work needs to drop the other formats and move to Novell. Doing so will kill two birds with one program, cut your LAN problems in half and give you a better DOS.

VCS

What is VCS you might ask? VCS stands for Version Con-
trol Software. That means an automated means of tracking changes in your software. Our programs have been on a mainframe and as such have absolutely no method of tracking who did what to where. We have 6 and 7 year old files that appear to have been changed, but the object module that was being used was from before the changes. The question then is what did happen and were the changes really needed or not.

The product I have been sent to learn is Intersolv’s Poly VCS. There are many products from an assortment of vendors that do the same thing and I would recommend you check them all out before trying or buying one. PVCXS (Poly VCS) is being used elsewhere in our company and so we too went with it. I feel that all of the available programs will work the same, some may be better for your personal environment, however.

PVCXS, like most of the VCS programs, allows files to be checked out of the hard drive and locked (read only so old copy can’t be written to). You then make your changes and tests on your local drive. When you are sure it is all correct, you then log it back into the server. At that point you are prompted for a description of your changes and that is recorded in the log file. The log file contains all the source code and all the changes as well. The changes are short sections of differences and PVCXS calls them DELTAS. By storing just the changes (deltas) and not a second or third copy of the file, it is possible to save hundreds of histories with a marginally larger file. This also allows you to re-create or check out older or past versions of releases if needed.

We have many past releases of our products in which we have no way of re-creating them. There also is no way of knowing if past bugs have in fact been fixed or in which release version they were fixed. PVCXS and its log and tracking system will do all that for us. It will also print out a list of who tried to do what on the system. That means you have full security if you want, complete with tracking who is trying to break the system. Security can be set at the file or group of files level. You can prevent programmers from getting outside their area of responsibility if that is a problem.

In our case using PVCXS is somewhat overkill for our project. It is an older product that is slowing down as far as the changes are concerned. Also we will only have about five people using it and so a system that can handle hundreds of users is a bit overkill. Here again is a product in which the book will explain it all, but a course will cut the learning curve to about 20 percent of the time. I worked with their MAKE program (automated assembly and linking program) and had problems finding all the fine print. I mean fine only from the point of brief and well hidden in some part of the

See Computer Corner, page 23
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